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Abstract

The deficit of atmospheric muon neutrinos observed in SHpeniokande is
well explained by - vt oscillation hypothesis. In this study, neutrino oscillatio
analysis was done utilizing zenith angle and energy depenééicit of atmospheric
muon neutrinos. The effect of momentum binning on the ainstof oscillation
parameters was investigated. The best-fit parameters lvcated at (sf@6 =1.00,
An? = 2.5<10° eV?) with the minimumy? value, X’min = 767.5/ 737 DOF by the
combined analysis of Super Kamiokantlend Super Kamiokande-diata in the
optimized momentum binningThe allowed oscillation parameter regions were
sif26 > 0.93 and 2:£10° < Anf < 3.0<10° eV* at 90% C.L.
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Chapter 1

| ntroduction

1.1 Review of neutrino mass and oscillation

Neutrinos are still the least known particles amorg twell-established
fundamental fermions in the Universe. The most imponpaoperty of the neutrinos
is whether neutrinos are massive or not. Neutrinerawts very little with other matter.
It can travel through 50 billion miles of water withdnteracting. On the surface of
the earth, about a half of a trillion neutrinos frdme sun pass through each square
centimeter of area every second. It is also beli¢hatithere are 300 relic neutrinos
per cubic centimeter of a volume in our universe whichewmoduced about one
second after the Bing-bang. Thus, if neutrino has mon-mass, it can contribute to
the mass and ultimate fate of the universe. The tdinass measurements based on
the decay kinematics 8H, tandt have been tried but it appeared that we reached
the end of the road on this effort unless a new géoeraf the techniques is
forthcoming. There is, however, the promising waptobe the neutrino mass, which
is referred to as neutrino oscillation experimeni®scillation is the changing of a
neutrino’s type as it travels through space or matthis €an occur only if the
neutrino possesses mass. When a neutrino is createdstitbe of a specific flavor,
that is, it must be an electron neutring)(a muon neutrinoy() or a tau neutrinovg).
When one speaks of massive neutrinos they are givelalibksv,, v, andvs which

have mass mnm, and m, respectively. In general a neutrino of a particularcitawill



be a linear superposition of three neutrinos, each of racylar mass. Recent
experiments using atmospheric [2-5], solar [41,42], reaptB] and accelerator
neutrinos [44] have demonstrated that neutrino changer flw/they travel from the
source to the detector, a phenomenon consistent héhhypothesis of neutrino
oscillation. The finding is a major discovery with a famaching impact in the
elementary particle physics, cosmology and astropbysifhe phenomenon of
neutrino oscillation which requires neutrinos to have nero>- mass will alter our
view of the world of elementary particles, and then8&ad Model, the currently
prevailing theory of the elementary particles, must balified. In the Standard
Model the neutrinos have zero mass. The finding wélb ahake the theories of the
Grand Unification more viable and attractive, and mtiee universe a lot heavier

than we currently assume.

1.2 Calculation of neutrino oscillation probability

If neutrinos are massive and mixed, neutrinos are prodacdddetected in the
form of the weak eigenstates whereas when they propthgatenotion is dictated by
the mass eigenstates. This leads to the phenomenauine oscillations [20]. If
neutrinos oscillate, the weak eigenstates and massséiges are related by a unitary

matrix U as

Vw =Uv,,,

Where, in the case of the two generations of nelgrino

-sin@ cosd

The equation of motion for the mass eigenstate is

( cosd sin Hj



0 E
v
where v, :(Vlj
2

Since neutrinos are expected to be extremely relatiyistive use the following

if/M =Hvy,, :(El OJVM

approximation,

2

E =p°+m’ Dp+2ﬂp: pOE
then

. 2
Y :|:Em+i(rnl OZJ}VM
2EL O m,

ReplacingV,, — eiml/,vI , the above equation becomes

. 1
ivm =(E+a)v, +EMMVM

2
Where M, :{n(;l Ozj'
m,

Taking a = -E,

C 1
IVwm :EMMVM

Now, using V,, =U *(@)v,, , the equation of motion for weak eigenstates can be



derived as

t 1 N
iVwm :EU(H)MMU(H) Vi

By solving the above differential equation, we obtamwell-known oscillation

probability for the two generation case.

P(v, -V )‘Sin2ZHSinZ(1'27Am2(eV2)L(km)j
a > Vpl—

E, (GeV)

where, 8is the mixing angledn? is the difference of the squared mass eigenvalues,

L is the distance from source to detector, Bpi neutrino energy.

1.3 Usefulness of atmospheric neutrino for the oscillation study

Atmospheric neutrinos are produced from the decays ofcleartresulting from
interactions of cosmic rays with Earth’s atmospherediction of electron and muon
neutrino is dominated by the following processes andhiésge conjugate. (Figure
1.1)

+ + +
m(orK”) -y +v,
e +y +Vy

That gives an expected ratio of the fluxuofo the flux ofe of about 2. Of course
this is approximate as the actual ratio depends on earthio some extent angle and
position. Vertically downward-going neutrinos travel atbd5 km while vertically
upward-going neutrinos travel about 13,000 km before intagpit the detector.
Because of good geometrical symmetry of the earth, we canctexjpedown
symmetry of neutrino flux. In the atmospheric neutrinolyamis [2-5], however, a

significant deficit of atmospheric muon neutrino intéiats depending on zenith



angle were observed compared to the expectation and iinteagreted as neutrino
oscillation. Thanks to wide rangeslofindE,, which atmospheric neutrinos undergo,
we can measure the neutrino oscillation paramefers, and siA20. This thesis

reports on the atmospheric neutrino analysis observ8dper Kamiokande.

(cosmic rays)
p, He ...

Figure1l.l1 Process of atmospheric neutrino production in the eatiesphere.

1.4 Detection method of atmospheric neutrino in  Super
K amiokande

Super-Kamiokande (also called Super-K or SK) is a 50 kiletater Cherenkov
detector. Figure 1.2 shows a cut-away diagram of ther3{gmiokande detector
(The detail description of Super Kamiokande detector irgiin Chapter 2).

Atmospheric neutrinos are detected in two ways in Supefke low energy



neutrinos from 100 MeV to 10 GeV are observed via theviihg charged current

interactions with nuclei in the water.

V+N S | +N

Where,N andN’ are the nucleonsjs the lepton.

i
j
4
¢
:
K
g
i

Figurel.2 A cut away diagram of Super Kamiokande detector.
The flavor of neutrino is identified by the flavor tbfe lepton. This charged lepton
generates Cherenkov light, which is detected by the Pik&ialled on the wall of



Super-K. Another way of atmospheric neutrino detectiofolishigh energy muon
neutrinos. High energy, can undergo charged current interactions with the rock
surrounding the detector and then produce high energy mwdnsh enter the
detector. This muon is also observed via Cherenkov tigftMTs in Super-K.
Cherenkov radiation is emitted when charged particles fmsugh matter with a

velocity exceeding the velocity of light in the medium,
v>v =c/n

where,n = refractive index of the mediur,= velocity of light and = threshold

velocity.
For a particle traveling faster than light, the wanmifs do overlap, and

constructive interference is possible and this leadatib wsible light known as

Cherenkov radiation (Figure 1.3).

e

p
\

Figure 1.3 Cherenkov radiation is emitted when a particle trafesdger than the speed of

light in the medium.



The threshold energy corresponding to this threshold velaxi0.768 MeV for
electron and 158.7 MeV for muon. Cherenkov light is enhitteder a constant angle
€& with the patrticle trajectory, given by

0056?:i
an

Where 3 = v/c

When this cone of Cherenkov light reaches the walhefdetector, it forms a ring
pattern. The PMTs measure the arrival time of thiet land its photon yield. Figure

1.4 shows an event display of neutrino event detecte€iaenkov light in Super
Kamiokande detector.
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Figure 1.4 A muon neutrino event forming a ring pattern of Cherenkov.lighthe Super

Kamiokande detector.



Chapter 2

Super Kamiokande Detector

Super-Kamiokande, a 50 kiloton water Cherenkov detectomdatdd in the
Mozumi mine of the Kamioka Mining Company in Gifu prefeetulapan, under the
peak of Mt. Ikenoyama, providing a rock overburden of 2,700 mveder-equivalent.
Super-K consists of two concentric, optically separataetér Cherenkov detectors.

Super-Kamiokande began to take data in April, 1996. It was dbwh for
maintenance and upgrade in July, 2001. This 1996-2001 running Eerafdrred to
as Super-Kamiokande-l. During filling the water to stanp& Kamiokande-Il, in
November, 2001, an apparent cascade of implosions triggered lsingle
photomultiplier (PMT) implosion destroyed over half o€ tRMTs installed in the
detector. In 2002, the detector was reconstructed using &©00 PMTs (the
original number of PMTs used in Super-K is 11,146) encased yticacovers to
avoid a similar accident. This partial reconstructiors wane quickly in only a year.
Super Kamiokande-ll was operated from Dec. 2002 to Oct. 20@% heilf the
original density of PMTs. After termination of Super Kak@nde-ll, the long
awaited full reconstruction of the detector began. imeJ2006, the detector’s third

phase, Super Kamiokande-lIll, will start to take data.

10



2.1 Detector

2.1.1 Tank

The outer shell of the detector is a cylindricalrdtss steel tank, 39 m in diameter
and 42 m in height. Figure 2.1 shows a cross section ofi&&uper Kamiokande. The
tank is self-supporting, with concrete backfilled agaihstrbugh-hewn stone walls to
counteract water pressure when the tank is filled wakew The capacity of the tank
exceeds 50 ktons of water. A cylindrical PMT support strectlivides the tank into
two distinct, optically isolated volumes. The structhes inner dimensions, 33.8 m
(diameter) by 36.2 m (height), defining the inner detecto) (Mich contains 32
ktons of water and was viewed by inward-facing 50 cm Panamatsu R3600).
Approximately 2.5 m distance remains on all outside of thmpart structure. This
outside region defining outer detector (OD), serves astare a®to counter against
incoming particles as well as a passive shield for peatand gamma rays from the
surrounding rocks. OD was instrumented with 1,885 outwariddga20 cm PMTs
(Hamamatsu R1408) in both Super Kamiokande-l and Super KamioKarte- two
detector volumes are isolated from each other by tglot-proof sheets on both
surfaces of the PMT support structure. The 55 cm thick stgpoicture comprises
dead space from which light in principle cannot escaperéfore, any interaction in
that space cannot be detected. The OD PMTs were mountetenproof housings

which effectively block light from the dead space.

2.1.2 PMTs

A 50 cm ID PMTs used in this experiment is depicted in Fi@uPe The bialkali

(Sb-K-Cs) photocathode has peak quantum efficiency of &kt at 360 nm-400

nm as shown in Figure 2.3. The collection efficiefay photoelectrons (pe) at the

first dynode is over 70%. The transit time spread fdr j@e signal is 2.2 ns. The
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average dark noise rate at the 0.25 pe threshold is aliie in Super Kamiokande-I.
The ID PMTs were operated with
gain of 10 at a supply high voltage ranging from 1700 to 2000 V. The neelalf

PMT was coated with a silver reflector to block exétiight.

5 B Vetn Cou ne
=] Trigger Hut &
[ Elstonics Hot 2
B8 PMT Cables
e S0cm EMT E
u Fcm EMT =
;; Lm Jm

Figure2.1 A cross section view of Super Kamiokande detector.
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Figure2.2 Schematic view of a 50 cm PMT used in inner detesft@uper Kamiokande.
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Figure2.3 Quantum efficiency of the photocathode as a function ofwagtie
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2.1.3 PMT support structure and others

Figure 2.4 shows a detail of the PMT support structuré.sépport structure
components are stainless steel. The basic unit é&tRhPMTs is a supermodule, a
frame which supports a 3x4 array of PMTs. Each supermodulénoa®D PMTs
attached on its back side. Opaque black plyethylene teléatetieheets cover the
gaps between the PMTs in the ID surface. These singgtsve the optical separation
between the ID and OD and suppress unwanted low-engeemtsedue to residual
radioactivity occurring behind the PMTs. Light collecti efficiency in the OD is
enhanced by wavelength shifting (WS) plates attached to @& PMT. The WS
plates are square acrylic panels, 60 cm on a side awdhitt8ck, doped with 50 mg/
of bis-MSB. The WS plates function by absorbing UV ligimtd then re-radiating
photons in the blue-green, better matching the spestnasitivity of the PMT's
bialkali photocathode. The light collection of the Pldilis WS unit is improved over
that of the bare PMT by about a factor of 1.5. To furthrdrance light collection, the
OD volume is lined with a reflective layer made from Typ873B Tyvek
manufactured by DuPont. This inexpensive and very tough fiapematerial has
excellent reflectivity in the wavelength range in which TRMare most sensitive,
especially at short wavelengths. Measured refleawitire on the order of 90% for
wavelengths in excess of 400 nm, falling to 80% at about 340Thenpresence of
this liner allows multiple reflections of Cherenkoght, which minimizes the effects
of dead PMTs, given their coarse spacing in the OD. @kerelight is spread over
many PMTSs, reducing pattern resolution but increasing thaaection efficiency.

The average geomagnetic field is about 450 mG and lisédcby about 45 with
respect to the horizon at the detector site. Thegitneand uniform direction of the
geomagnetic field could systematically bias photoelectrajectories and timing in
the PMTs. To counteract this, 26 sets of horizontal\amtical Helmholtz coils are
arranged around the inner surfaces of the tank. With operaf these coils, the
average field in the detector is reduced to about 50 mGmBgaetic field at various

PMT locations were measured before the tank waslifilith water.
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Figure2.4 Schematic view of PMT support structures.
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2.1.4 Inner detector electronics and data acquisition system

ID PMT signals are processed by custom built TKO moduaddked Analog-
Timing-Modules (ATMs). The TKO (TRISTAN KEK Online)ystem was originally
developed and built by KEK, and is optimized for front-eledteonics where a large
number of channels are to be handled. The ATM haauthatibnality of a combined
ADC (Analog-to-Digital Converter) and TDC (Time-to-Digit Converter), and
records the integrated charge and arrival time of each &ilyhal. Signals from 12
PMTs are fed to an ATM board. Figure 2.5 shows a bitiegram of the ATM board.
The PMT signal into the current splitter is dividedoifibur signals. One of them is
fed to the discriminator with the threshold level focleahannel set to -1 mV, which
corresponds to 1/4 pe equivalent. When the PMT signal idbewvhreshold level, a
“hit” signal with 200ns width and 15 mV pulse height iseatesd on the ATM front
panel. The HITSUM signal, which is used to generategtbigal trigger signal, is the
analog sum of all these 15 mV/Channel pulses. At the siameg either of the split
signals, A or B, is held by a QAC (Charge to Analog @oter), and a TAC (Time to

FMTSUM
startistop
o TAC-Ach ———=
gate
g =l oacAch ———=
Sl—;T i TAC-Bch -
sn E. QAC-Bch ———=
= | ADC
— | SelfGate |
L
100 >_w90011.sec
Thresheold {100mV) DISC
Trigger signal W2oOnsec HITS UM

Figure25 A block diagram of ATM board used for inner detector datpisdion.
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Analog Converter) starts to integrate constant curt€atglobal trigger is received,
the information in the TAC/QAC is digitized and stoiiednternal memory buffers.

Since, for each channel, TAC integration is startedhwy PMT signal itself, the

arrival time of the signal can be inferred from théugaof the integrated charge. A
“self gate” chip generates start/stop signals for tA€,Tthe gate signal for QAC, and
clear signals for both. Output signals from the TAC/QA@ fed to an ADC and
digitized. There are two TACs and QACs for each chann¢habevents in rapid

succession, such as muon followed by its decay electranbegrocessed without
dead-time.

Figure 2.6 shows a schematic view of the inner detelettar acquisition (ID DAQ)
system. There are total 946 ATM modules, located in fquadrant huts”. ATMs
record ADC/TDC data of each PMT above threshold wherobaglrigger signal is
asserted by the VME TRG (TRiGger) module. The glokghér signal and event
number information generated in the TRG module, arelistd to all ATMs via 48
GONG (Go/NoGo) modules.

Inner DAQ
0T 1% 6 |8
i ST SCH |4— ! «PMT = 11148
| p . |
R St [ * ATM %046
[N = [N BES] i !
[N w24 ! [ 1 i
i | - i *SMP %48
" ~Zm] | Ultra-Spare !
. G = gnline compurer
. Erc_”f (_J.--'J \ interface fali : server ¥ @
[ i - L computer o
: | IEQ i *Irifﬁ (server) ! bost %1
I 1 —_ - = H I
: i = l
I —] :
I A .
i — IME i Iivg-Spare
— r
ity 2 online

E:" 5 - i ————| computer

?; 2; i — (host)

=N Y- fitva-Spare

g |2e rye e EDDI

Y = intarface online
/ hY compitar
| migger logic | TEG [zarver)
NIM
Figure2.6 The data acquisition system for the inner detector.




2.1.5 Outer Detector Electronics and Data Acquisition

A block diagram of the OD data acquisition (OD-DAQ) ewstis shown in Figure
2.7. As with the inner detector, signals from the PMEspiocessed and digitized in
each of 4 quadrant electronics huts. From there, tmalsigire picked off, digitized
and stored. As in the ID, local HITSUM pulses are fatnmeeach quadrant hut and
sent to the central hut, where their analog sum @eateOD trigger signal when the
OD HITSUM threshold is exceeded. Figure 2.7 illustratesdata flow in a quadrant
hut as well as the overall data flow. When a triggemfrany source occurs, the data
are passed out of the quadrant huts to the central huirfberf processing. Once the
PMT signals have been picked off, coaxial ribbon caldes them to the custom
charge-to-time conversion modules (QTC). The purposehe$et modules is to
measure the hit time and charge of the PMT pulse andkrtoih to a form which can
be easily read and stored by the time-to-digital cdever(TDCs). The output of the
QTC modules is a logic pulse (ECL level) whose leadigeemarks the hit arrival

time and whose width represents the integrated chaafah@ PMT pulse.
2.2 Detector Calibration
2.2.1 Water Transparency Measurement
1) Indirect measurement with cosmic rays

The light attenuation length in water can be measured g ukirough-going
cosmic ray muons. These muons are energetic enough toitdalposst constant
ionization energy per unit path length (about 2 MeV / antependent of particle
energy. This fact makes it possible to use these muoas‘@mnstant” light source.

The advantage of this method is that continuous and abusdamles of muons

come without cost as we take normal data.
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Figure2.7 OD DAQ block diagram and data flow.

The disadvantage is that we cannot measure the transpasna function of
wavelength. However, since what we measure is the Cheresp@ctrum, this
disadvantage is not necessarily a problem. Under thenasien that light reaching

the PMTs is not scattered, the charge Q observed byTai$dkpressed by

o 1O ]t
o0t

Where £ is the light path length, the effective attenuation lengthy @ constant
andf(&) the relative photo-sensitive area, which depends thmincidence angle?
of the light on the PMT, as shown in Figure 2.8. Figu@ is Q// f(6) as a
function of the path lengtii together with the best fit in the form of the functidef-

19



(b)
photon

direction of
emitted Cerenk

ith PMT

o 20 40 60 80
4 (degree)

Figure 2.8 Relative photo-sensitivity. (a) Measurement reshlt,Oefinition of the incident

angle.
- ST 1920 [/ 19
— C RUN 3106 P1 2887 £ 0.4609E-03
T 500 - Pz —0.5487E-D4t 0.4444E-06
o C
400
—y
: +++++
o
300 F T
- ++_._+
| +++_+_
200 -
C 1 1 1 1 I 1 1 L 1 I 1 1 1 1 I 1 L 1 1 I 1 L 1

1000 2000 3000 4000 2000
| (cm)

=

Figure2.9 Effective charge observed as a function of the pathHengt
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-ined above. The resulting attenuation length is found tt0Be4t0.5 m. As the data
sample for this measurement is accumulated automatichilg we take normal data,
it is possible to continuously monitor the attenuatiamgile as a function of time.
Figure 2.10 shows the attenuation length changes withwitrieh are correlated with
water quality. Such time variations in the attenuatiogtlerare corrected in analysis

from the time series of calibration data.

14000 - L { ooy 4 | +

Attn. Length of SK Water (em)

o 1aaT 1098 ] 2000 £ ) T T 2005 2008
Yaar

Figure 210 Time variation of the water attenuation length mesdwby through-going

cosmic ray muon.

2) Light Scattering Measurement with laser

To measure the scattering and absorption parametemrateipaa combination of
dye and N lasers of wavelengths 337, 371, 400, 420 nm are used as ligb¢soln
Super Kamiokande-I, the laser beam is brought intoahef the detector via optical
fibers. Each laser fires every 6 second during normalta&ing. Figure 2.11 shows a
schematic view of the laser calibration setup and adymuent of laser light. A
cluster of hits at the bottom of the tank is due to atteced photons. The remaining
hits, in barrel and top PMTs, are due to photons sedtiarthe water or reflected by

the bottom PMTs and black sheet. The total chargeeicltister of bottom hits is use-
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Figure2.11 Laser system for water scattering and absorptiompes measurement and its

typical event display.
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-d for normalization factor as a reference of lightensity. Figure 2.12 show the
detail view of the arrangement of laser firing seflipe direction of light fired by
each laser is turned by half mirror and finally gotte fiber bundle where 7 fibers are
connected. One of them is the fiber brought into dpedf detector. 4 of them are
brought to the two monitoring PMTs and two monitoring APDke other two
remained spare. The intensity of the each laser isstadj by ND filter. The two
diffusers are put in front of the fiber bundle to diffugght randomly. Figure 2.13
shows distributions of photon arrival times at the RiTs. In the upper plot, the
peak near 730 ns is from scattered photons, and toad@eak represents reflected
photons at the bottom of the detector. For the MoradoCthe total number of
scattered photons is tuned using Rayleigh scatteriragrmders, and the shape of the

arrival time distribution is used to adjust the absorpticamaters. The lower plot in

La Laser Laser Laser
Lenninc) 420nm 400nm 371nm

| T PMT1

s — i~ aPD2
A5k
spare

I

ToSK

A

Figure2.12 The detail view of the arrangement of laser firinmipe
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Figure 213 The upper plot is the photon arrival time distribution oftitye PMTs. Dots is
data and line is Monte Carlo. The lower plot is the rdMC-DATA)/DATA.

Figure 2.13 shows the time dependence of the ratio betiMeate Carlo and data,
which agree within ~2%.
Using the measured absorption and scattering param#éterdight attenuation

length of water is calculated using the following equation.
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Figure 2.14 compares the time variation of the ligtaratation length measured by

the 420 nm laser and cosmic ray muon during Super Kamiokapeiged. The

result from cosmic ray muon is with average Cherenkoetgpa so it does not

agree with the one from the laser system. Howevercam see the tendency of time

variation is consistent between the two measurements.
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Figure2.14 Comparison of time variation of light attenuation ngeasure by laser system

and cosmic ray muon.
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3) Upgraded Light Scattering Measurement system in Superdkande-I|

Super Kamiokande is a large water tank. So it was questibrnied water quality
depends on positions in the tank. Actually a clue for gbsition dependence is
observed in the detail analysis with the laser systemujeiSKamiokande. However
we were not sure whether it is due to position dependaitee water quality or to
other effects. To investigate the position dependencthefwater quality, light
injectors (LI) similar to the one used in Super Kamioleahdvere installed at the
different 7 positions of the detector and started tccirigser with the beginning of
Super Kamiokande-Il. Figure 2.15 shows the position of ligjettor (LI) installed in
the tank. The LI used in Super Kamiokande-l was named aspOldfahe new
injector installed at the top as Newtop LI and otderwere named as B1, B2, B3, B4,
B5 and Bottom LI according to their positions. Figure Zth6éws the diagram of the
whole light scattering measurement system used in Sugp@idkande-Il. To input
laser beam to different 7 fibers connected to differgmisitions in the tank, one laser
beam source is moved by step motor in ‘optical SW’ degiictd-igure 2.16. The step
motor is controlled by software through serial commuiona(RS-232). Figure 2.17

shows the inside of the ‘optical SW'.

(123225 cm) B
(595.95 cm) B2
(-40.35 cm) B3 |mf
(-605.95 c) B4
(-1242.25 cm) B5

Bottom LI

Figure2.15 Positions of light injectors at the detector.
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These 8 fibers are connected to 8
different position of LI
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/
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Figure 217 ‘Optical SW (switch)’, which distribute laser lighttin 8 different fibers

mechanically by step motor.

To monitor the water quality, the value, ‘Nhit/Q’ wased, where ‘Nhit’ means the
number of hit PMT within a region defined around theaht ‘Q’ is the total charge
deposited at Super Kamiokande used as normalization fact&Kl, the charge in
the bottom cluster was used as the normalization factioin SK-11, total charge was
used because total charge is less affected by possiblgecbhfibheam shape or beam
direction and their imperfect reproduction in Monte CaMdCj. The region to
calculate ‘Nhit’ was defined radius 10 m around LI inecagbarrel LI and whole top
(bottom) region is used for top (bottom) LI. Figure 2.18 axphow to calculate
‘Nhit’ visually. Another systematic effect to the ual‘Nhit/Q’ is from light intensity.

We normalized the number of hit by total charge tmpensate light intensity depen-
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Figure2.18 How to calculate Number of hit (Nhit) for each LI foonitoring water quality.

-dence of ‘Nhit’. However, even ‘Nhit/Q’ has light intensilependence slightly.
Figure 2.19 shows ‘Nhit/Q’ as a function of light intipestimated by Monte Carlo
with oldtop LI for 337 nm laser. The tendency is that lowensity gives high
‘Nhit/Q’ and high intensity low ‘Nhit/Q’. The reasonhy ‘Nhit/Q’ depends on light
intensity was investigated and it was found that thutipte hits near LI cause this
trouble. Figure 2.20 shows spatial distribution of ‘numdsiehit’ for three different
intensity (that is, normal intensity, three times larijg¢ensity than normal intensity
and three times lower intensity) made with Monte Cafloldtop LI. Vertical axis is
the number of hit PMTs (Nhit) in the top region of thektanormalized by the
intensity and horizontal axis is the distance frondtay LI. We can see the
discrepancy near LI, which is due to multiple hits. To rediacs multiple hits effect,
we decided not to use PMTs within 2 m from LI in the asialyFigure 2.21 shows
‘Nhit/Q’ as a function of light intensity similar toigure 2.19 but without PMTs
within 2 m from LI. We can see the light intensity dedence was reduced by

removing PMTs near LI.
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Figure 219 ‘Nhit/Q’ as a function of light intensity. Horizontakia is the ratio of light

intensity to normal intensity, which was used in Monte €arl
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Figure 220 Upper plot is the spatial distribution of ‘number of lidt 3 different intensity

made with Monte Carlo of oldtop LI. Vertical axis is thember of hit PMTs (Nhit) in the top
region of the tank normalized by the intensity and horizantasl is the distance from oldtop LI.
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Oldtop LI (337nm, MC)
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Figure2.21 ‘Nhit/Q’ as a function of light intensity without PMT&thin 2 m from LI.

In the upgraded system of SK-Il, each laser fires elesgc during normal data
taking. This is more frequent than 6 sec of SK-1 becausghweld inject light in total
8 positions in SK-II. To analyze the laser data, eld€rgays data were combined and
‘DATA(NhIit/Q) / MC(Nhit/Q)’ was compared for each 7 Lo investigate Z (Z is the
direction along the height of the detector) dependeneeatdr quality. To estimate
systematic error between Lls, ‘TADATA(Nhit/Q) / MC(Nhit/Q)’ was compared
between oldtop LI and newtop LI. Systematic error betwdifferent wavelength of
laser was also estimated by comparing “ADRATA(Nhit/Q) / MC(Nhit/Q)’
between four wavelength lasers for one LI. Figure 2.23Kaws the distribution of
‘Oldtop LI — newtop LI' for ‘100<DATA(Nhit/Q) / MC(Nhit/Q)" and (b) shows the

distribution of ‘(Each wavelength) — (Mean of 4 waveleygfrhe 1o denoted in the
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Figure 222 Left plot (a) is the distribution of ‘Oldtop LI — newtop ’Llfor
‘100<DATA(Nhit/Q) / MC(Nhit/Q)’ and Right plot (b) the distrition of ‘(Each wavelength)

— (Mean of 4 wavelength)'.

figure is the one estimated from the distribution in that, pvhich means it is from
combination of a couple of variables. If we calculate for one variable, they are
1.9 % and 2.1 % for ‘Oldtop LI — newtop LI' and ‘(Each wawglth) — (Mean of 4
wavelength)’, respectively.

Figure 2.23 shows DATA(Nhit/Q) / MC(Nhit/Q) obtainéor each LI for various
period of Super Kamiokande-Il. According to the result guke 2.23, Z-dependence
of water quality is not clearly seen in Super Kamiokande. d¥ew we are trying to
reduce systematic errors of the laser system to sgdep@ndence, which may be

hidden under the systematic effect.
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Figure 223 DATA(Nhit/Q) / MC(Nhit/Q) obtained for each LI foravious period of Super

Kamiokande-Il to investigate position dependence of the \gatsity.

2.2.2 Relative Gain Calibration

The high voltage of each PMT is set to provide approxtypaqual gain for all
PMTs in the Super-Kamiokande detector. Each PMT camle aihominal high
voltage value, which was specified by Hamamatsu Phongtsafter its production,
using three calibration light sources : a DC light sousicge-lamp pulsed light source,
and a light source at the single pe level. However, becdyssssible long-term drift
in the factory calibration system, which may haased a systematic difference
between tubes manufactured at different times, all Phibistheir gain re-calibrated.
Normalized Relative gain was measured by the systemnsiro Figure 2.24. Light
generated by a Xe lamp is passed through an ultravid\ét f{lter and injected into a

scintillator ball via an optical fiber. The scindilbr ball is an acrylic ball with BBOT
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Figure2.24 The relative gain measurement system.

(2, 5-bis(5'-tert-butyl-2-benzoxazolyl)thiophene) wavelengifies and MgO powder
diffuser. BBOT absorbs UV light and emits light with akeat 440 nm, which is in
the sensitive region of the PMTs used for Super-Kamiokdod€herenkov light
detection. In this measurement, each PMT detects a fesvofepe. The intensity of
the primary UV light is monitored by two photodiodes am& PMT. The output of
the monitor PMT is also used for triggering. The re@tpainG; of thei-th PMT is
obtained by:

G=—2 [ E@xp[ﬁj
Q, f(6) L
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whereQ; is the observed charge by the PMJ, a constantl. the effective light
attenuation length/ the distance from the light source to the PMT &9 the
relative photo-sensitivity as a function of the @it angle of light a on the PMT
defined in Figure 2.8. The high voltage value for e®MT is set so that the
“correctedQ” of each PMT is approximately the same as for all dhieers. Here,
“correctedQ” is the pulse height corrected for light attenuatiorgeptance of the
PMT, and uniformity of the scintillator ball. It is fimwer normalized by the Xe
monitor pulse height. This measurement is done for varjpostions of the
scintillator ball and settings of the high voltage valiier the initial gain adjustment,
long term stability of PMT gain was monitored using ftame system. The absolute
value of PMT gain cannot be measured while the experimmenhning.

The relative gain spready,, is defined as the standard deviation obtained by
fitting the relative gain distribution of all PMTs & Gaussian. It was 7.0% at the

beginning of Super Kamiokande-I and 1.8% at the beginningmérSKamiokande-lI.

2.2.3 Relative Timing Calibration

The relative timing of PMT hits is important for eveatonstruction. It depends on
the length of the signal cable between the PMT andAiid, and also depends on
observed charge because of the discriminator slewing.effiee timing difference in
each individual PMT has to be measured precisely tdeger timing resolution.
Figure 2.25 shows the system for measuring the velditning of hit PMTs. The N
laser emits intense light of wavelength 337 nm within iy ghort time (less than 3
ns). The wavelength is shifted to 384 nm, which is neatdver edge of sensitivity
of a PMT to the Cherenkov light, by a dye laser modulee Tight intensity is
changed by an optical filter, and the PMT timing is measat various pulse heights.
After passing through the optical filter, the light gdesthe diffuser ball in the
detector through an optical fiber. The schematic viewhef diffuser ball is also

shown in Figure 2.25. The diffuser tip located at theeareof the ball is made from
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Figure2.25 The timing calibration system.

TiO, suspended in optical cement. The light emitted frontithis further diffused by
LUDOX™ manufactured by Grace Davison, silica gel made of 20 nss flagments.
The combination of diffuser tip and LUDGXmake modestly diffused light without
introducing significant timing spread. A typical scafpéot of the timing and pulse
height is shown in Figure 2.26, which is called a T@p’. Each PMT has its own
TQ-map, which is applied in data reduction. The timing regsm of PMTs as a
function of pulse height is estimated from the TQ mapgpical timing resolution at

the single pe level is better than 3 ns.

2.2.4 Other calibrations

Beside the calibrations which were introduced so famettare other calibrations
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using stopping muon, neutral pion, LINAC, etc. The deththe other calibrations

can be found in [36].
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Figure 2.26 A typical plot of timing vs. pulse height. This plotéferred as ‘TQ-map’.
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2.3 2001 accident and Super Kamiokande-11 reconstruction

Super Kamiokande underwent upgrade work to replace PMTddgatn in mid-
July, 2001 and ended in mid-September. It had begun to e With water since 18,
September, 2001. On the morning of 12, November, when thegouwifiter filled the
tank to the level 31.7 m above the bottom (about Bthetank), about 60 % of the
50cm photomultipliers (PMTs) used for the Super Kamiokandectbet were
destroyed in a few seconds. Because data had been beingaakieuously since the
purified water started to fill the tank, we could analifze data just after the accident
to investigate what happen at the instant of accideomFEhe analysis of the data
taken during a few msec period after the accident, itdastrikely that the accident
was caused by an implosion of one of the bottom PMTst Aflinvestigation about
the possible cause of the implosion was done and ttet pussible cause was

concluded like following.

1. Stress accumulated during the upgrade work caused the impbbsid®MT.
2. During the installation or transporting processighsicrack was made at the
ASSY of a PMT caused the implosion.

And the test with the real PMTs and simulation prowed shock waves generated
by an implosion of a single PMT trigger a chain reactitictv destroys other PMTs.
To prevent this kind of accident, it was necessaryniorove PMT assembling and
installation procedures and to encase PMTs to preresdt of shock waves and chain
reaction.

In 2002, the detector was reconstructed with reduced PMT amperéd 7% of Super
Kamiokande-l). All the PMTs were encased in acrylic cev&uper Kamiokande |l
were operated for about three years and terminated abéct2005 to begin a full

reconstruction.

39



Chapter 3

Monte Carlo Simulation

3.1 Flux calculation of atmospheric neutrino

To carry out detailed studies of neutrino oscillatiorisgiatmospheric neutrinos, it
is important to know the expected flux without neutrinoiltations. The difficulties
and the uncertainties in the calculation of atmospheidrino fluxes differ between
high and low energies. For low energy neutrinos ardu@eV, the primary fluxes of
cosmic ray components are relatively well known. The émergy cosmic ray fluxes
of less than about 10 GeV are modulated by solar activitl, ttwve minimum flux
occurring at times of high solar activity. At theseemies, the primary cosmic rays
are also affected by the geomagnetic field through a tygi@homentum/charge)
cutoff. For high energy neutrinos, above 100 GeV, primargaosays with energies
greater than 1000 GeV are relevant. At these energies,astivity and the rigidity
cutoff do not affect the cosmic rays, but details oftifgher energy primary cosmic
ray flux are not measured well. There are several ¢algulations [6—14]. Unlike
older calculations [15, 16], in which the secondary pagiglere assumed to travel in
the direction of the primary cosmic ray (1-dimensionalculations), the current
calculations employ three dimensional Monte Carlo methods
In this section, we outline the methods of the calmiaand results from three

atmospheric neutrino flux calculations [10, 13, 14], whidver the energy range
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relevant to the present analysis, are compared. Theeysad in the analysis of the
Super-Kamiokande data. The measured flux of primary cosysdsaised, including
solar modulation and geomagnetic field effects. Therast®on of cosmic ray
particles with the air nucleus, the propagation and detagcondary particles are
simulated. A neutrino flux was calculated specifically the Kamioka site. The
calculated energy spectra of atmospheric neutrinos aidkanare shown in Figure
3.1 (a). Also shown in Figure 3.1 (b) is the comparigbthe calculated fluxes as a
function of neutrino energy. The agreement among thailesitns is about 10%
below 10 GeV. This can be understood because the accunaneirt primary cosmic
ray flux measurements [17, 18] below 100 GeV is about 5% leddata from
independent experiments agree within the quoted uncestaiftowever the primary
cosmic ray flux is much less accurate above 100 GeV. Tdrerefor neutrino
energies much higher than 10 GeV, the uncertaintieseimalisolute neutrino flux
could be substantially larger than the disagreement éawehg the calculations. 0.05
was assigned for the uncertainty in the energy spedtrdex above 100 GeV in the
primary cosmic ray energy spectrum. This causes approxibr@beuncertainties in
the neutrino spectrum index above 5 GeV. Figure 3.2 sltosvsalculated flux ratio
of v, + anti-v, to v+ anti-veas a function of the neutrino energy, integrated over
solid angle. This ratio is essentially independent ofpitiary cosmic ray spectrum.
Especially, in the energy region of less than about 5 @®\rino energies, most of
the neutrinos are produced by the decay chain of piongh&ndncertainty of this
ratio is about 3%, which is estimated by comparing theetiealculation results. In the
higher energy region (10 GeV feor, + anti-v,, and 100 GeV fow.+ anti-v,), the
contribution ofK decay in the neutrino production is more important. Theeeratio
depends more on th€ production cross sections and the uncertainty of the =
expected to be larger. A 20% uncertainty in kg production ratio causes at least a
few % uncertainties in the, + anti-v, to v+ anti-veratio in the energy range of 10
t0100 GeV. However, as seen from Figure 3.2, the difterén the calculated, +
antiv, to v. + anti-ve ratio is substantially larger than that expected from the

K/mtuncertainty in the high energy region. The reason ferdtiference has not been
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Figure 3.1 (a) The atmospheric neutrino energy spectrum calculatedvbyasenodels. (b)
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Figure3.2 The flux ratio ofv, + anti-v, / v+ anti-v, as a function of neutrino energy.
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understood yet. As a consequence, an energy dependent aicéotaihev, + anti-

v, to ve + anti-v, ratio above 5 GeV neutrino energy is assumed based eon th
comparison of the three flux calculations. It is takebdd % at 5 GeV and 10% at
100 GeV. Figure 3.3 shows the calculated flux ratiog, th anti-v, andv.to anti-ve.

The calculations agree to about 5% for both of thetsesrbelow 10 GeV. However,
the disagreement gets larger above 10 GeV as a functioeutfino energies. The
systematic errors in the neutrino over anti-neutratmrare assumed to be 5 % below
10 GeV and 10% at 100 GeV for thgto anti-v.ratio, and 5 % below 10 GeV and
25% at 100 GeV for the,to antiv,. Figure 3.4 shows the zenith angle dependence

of the atmospheric neutrino fluxes of downward-going neodrare lower than those
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Figure 3.3 The flux ratios ofv, to antiv, andv.to anti-v, versus neutrino energy. Solid,

dashed and dotted lines show the prediction by Honda,|Badd-luka flux.
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of upward-going neutrinos. This is due to the deflectioprionary cosmic rays by the
geomagnetic field, roughly characterized by a minimugidity cutoff. For neutrino
energies higher than a few GeV, the calculated fluxeseasentially up-down
symmetric, because the primary particles are morggetie than the rigidity cutoff.
The enhancement of the flux near horizon for low enargutrinos is a feature
characteristic of full three dimensional flux calculaid6—14]. However, in Super-
Kamiokande, the horizontal enhancement cannot be sedr ilefton zenith angle
distribution, due to the relatively poor angular corietatbetween neutrinos and
leptons below 1 GeV. The uncertainties in the up-downventical-horizontal ratios

of the number of events are estimated by comparingrbdicted ratios of various
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flux models. These uncertainties generally depend on taeyerand the neutrino
flavor. The uncertainty in the up-down event ratiohswt 1 to 2% in the sub-GeV
energy region and is about 1% in the multi-GeV energy regiba.riain source of
the uncertainty in the vertical-horizontal ratio aroumdGeV is the size of the
horizontal enhancement of the flux due to the three diimeals effect; the
uncertainty is estimated to be less than a few peraenhe higher energy region,
where upward through-going muons are relevant, the largestesof the uncertainty
in the vertical-horizontal ratio is th€ production cross section. We assume that the
1t K production ratio uncertainty is 20% in the whole energyore The uncertainties
in the zenith angle and energy distributions due tattikeproduction uncertainty are
included in the systematic errors in the analysis. Thier és most important for
higher energy neutrinos. For example, the vertical-bota uncertainty for upward
through-going muons due to theK production uncertainty is estimated to be 3%
[19]. Figure 3.5 shows the zenith angle dependence aitthespheric neutrino fluxes
for higher energy region observed as upward muons in $geiekande. The flight
length of neutrinos is an important ingredient in the aislgf neutrino oscillation.
For neutrinos passing a great distance through the,Bhghflight length can be
accurately estimated. However, for horizontal and doavdwgoing neutrinos, the
height of production in the upper atmosphere must be acudiséributed by the
Monte Carlo method. Figure 3.6 shows the distributiboalculated flight length of
neutrinos for vertically down-going and horizontal dif@ts. In summary of the
atmospheric neutrino flux, we remark that, #e- anti-v, to v+ anti-ve flux ratio is
predicted to an accuracy of about 3% in the energy regiorargléo the data analysis
discussed in this thesis. The zenith angle dependence dfixhis fvell understood,
and especially, above a few GeV neutrino energiesfliixeis predicted to be up-

down symmetric.
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3.2 Neutrino Interaction

The neutrino oscillation analysis relies heavily ortadied comparison of the
experimental data with the theoretical expectation.mpartant element of this is to
simulate the interaction of neutrinos from 10 MeV to I/ with the nuclei of
water, or in the case of upward going muon, the nucl¢hefrock surrounding the
detector, assumed to be $idn the simulation program, the following interacson

were considered.

- quasi-elastic scattering/N — IN'

- single meson productionyN — IN'm

- coherentn production, VO - 1770

- deep inelastic scattering/N — IN"hadrons

Where,N andN’ are the nucleonsjs the lepton, anthis the meson, respectively.

3.2.1 Elastic and quasi-elastic scattering

The formalization of quasi-elastic scattering off eefiproton, which was used in
the simulation programs, was described by Llewellyritlj2i]. For scattering off
nucleons in°0, the Fermi motion of the nucleons and Pauli ExcluBionciple were
taken into account. The nucleons are treated as quasphideles using the
relativistic Fermi gas model of Smith and Moniz[22heTmomentum distribution of
the nucleons were assumed to be flat up to the fixediBerface momentum of 225
MeV/c. This Fermi momentum distribution was also used doher nuclear

interactions. The nuclear potential was set to 27 MeV/c
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3.2.2. Single meson production

Rein and Sehgal's model was used to simulate theares®mproductions of single

r, Kand n; [23, 24]. In this method, the interaction is separatemitinb parts:

V+N = | +N*,
N* - m+N'

wherem is a mesonN andN’ are nucleons, and* is a baryon resonance. The
hadronic invariant mass, W, the mass of the intermedi@ryon resonance, is
restricted to be less than 2 Ge¥/m addition to the dominant singte production,

K and n, production is considered.

To determine the angular distribution of pions in the fstate, Rein and Sehgal's
method for the B (1232) resonance were used. For the other resonamees, t
directional distribution of the generated pions is edbd isotropic in the resonance
rest frame. The angular distribution of has been measured fop — L~ p7T"
mode[25] and the results agree well with the Monte Cprkdiction. The Pauli
blocking effect in the decay of the baryon resonancasasidered by requiring that
the momentum of nucleon should be larger than the Femfsice momentum. Pion-
less delta decay is also considered, where 20 % of/émtsedo not have the pion and
only the lepton and nucleon are generated [26]. The elestiic and single meson
production models have a parameter (axial vector magsthdt must be determined
by experiments. For larger Mvalues, interactions with higher?Qualues (and
therefore larger scattering angles) are enhanceddse tthannels. The MMalue was
tuned using the K2K [27] near detector data. In our atmo&pheutrino interaction
Monte Carlo simulation, M was set to 1.1 GeV for both the quasi-elastic andesing|
meson production channels, but the uncertainty of the valastimated to be 10%.
Coherent single pion production, the interaction ketwthe neutrino and the entire
oxygen nucleus, was simulated using the formalism developdRelny and Sehgal
[28].
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3.2.3. Deep inelastic scattering

In order to calculate the cross sections of deejastie scattering, the GRV94

[29] parton distribution function was used. In the caléogtthe hadronic invariant
mass, W, is required to be greater than 1.3 GeWawever, the multiplicity of pions
is restricted to be greater than or equal to 2 for V@ < 2.0 GeV/§, because single
pion production is separately simulated as previously itbestrin order to generate
events with multi-hadron final states, two models wesed. For W between 1.3 and
2.0 GeV/é, a custom made program [30] was used to generate thetfitehadrons;
only pions are considered in this case. For W larger2H@aeV/é, PYTHIA/JETSET
[31] was used.

Total charged current cross sections including quasiiekstttering, single meson

productions and deep inelastic scattering are showrgurd-B.7.

3.2.4. Nuclear effects

The interactions of mesons within tH8O nucleus are also important for the
atmospheric neutrino analysis. Basically, all of ititeractions were treated by using
a cascade model. The interactions of pions are ivepgrtant because the cross
section for pion production is quite large for neutrino giesrabove 1 GeV and the
interaction cross sections for pions in nuclear méadtafso large. In the simulation of
pion interactions in®0, inelastic scattering, charge exchange and absorpéoa w
considered. The procedure to simulate these interacisoas follows. The initial
position of the pion was generated according to the W8adten nucleon density
distribution [32]. The interaction mode is determined fritra calculated mean free
path of each interaction. To calculate the mean fréle, plae model described by
Salcedo et al. [33] was adopted. The calculated mean fteedppends not only on
the momentum of pion but also on the position of the icthe nucleus. If inelastic

scattering or charge exchange occurs, the direction and rhomeni the pion are
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determined by using the results of a phase shift analigsisned fromx-N scattering
experiments[34]. When calculating the pion scattering amplitidePauli blocking
effect is also taken into account by requiring the nucleomendum after interaction
to be larger than the Fermi surface momentum at thegaiction point. The pion
interaction simulation was checked using data for tlleviing three interactions:
7'?C scattering*®0 scattering and pion photo-productiog4°C — 777 + X))
[37].
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Figure 3.7 Cross section for neutrino (upper) and anti-neutrinogfpmsolid line shows the
calculated total cross section. The dashed, dot anddidtsd lines show the calculated quasi-
elastic, single-meson and deep-inelastic scatteringgectvely. Data points are from various

experiments.
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Chapter 4

Atmospheric Neutrino Data Reduction

and Reconstruction

Atmospheric neutrinos observed in Super Kamiokande amsifidal into four
categories. The neutrinos, which were observed viagekdagurrent interactions with
nuclei in the 22.5 kiloton water fiducial volume, are sifisd into fully-contained
(FC) events if all of the energy is deposited insideitiner detector of Super-K and
into partially-contained (PC) events if high energy nmugmoduced by neutrino
interactions exit the inner detector. The neutrinagee of partially-contained events
are typically 10 times higher than that of fully-containBeutrinos can also undergo
charged current interaction with the rock surroundingdiéttector and the outgoing
high energy muons can intersect the detector. These reeutdoced muons in the
rock cannot be distinguished from the cosmic ray muoasgeling downward.
However, the muons traveling in upward direction must be ineuitrduced because
cosmic ray muon cannot traverse the depth of earth in upwaedtidn. These
neutrino induced upward-going muons (UPMU) are classifien uptvard stopping
muon if the muons come to rest in the inner detector, randupward through-going
muon if the muons pass through the entire inner detectarmenl The neutrino
energies of upward stopping muon events are about 10 Geath ghroughly same

as that of partially-contained events. The upward thraojhg muon events are the
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Figure 41 A schematic view of the four event categories of awospheric neutrinos

observed in Super Kamiokande.

most energetic. Their parent neutrino energy is abO® GeV on average. A
schematic view of the four event categories are shovigure 4.1.

Three different reduction schemes were used to isolatg doltained events,
partially contained events, and upward going muons, régglectThe fully contained
and partially contained data sets shared a common gebdfrun selection criteria to
choose good quality of data and therefore have identigatime. The upward going
muon data set relies mostly on fitting long muon tracktlengo it was less affected
to detector conditions and had looser data quality cutsremefore has different live-
time from fully contained or partially contained dafa. separate fully contained and
partially contained events, a fast spatial clusteriggréhm was applied to the outer
detector hits. If the number of hits in the largest @idster was less than 10 (16 in
SK-Il), the event was classified as fully contaime(-C), otherwise, it was classified
as partially contained (PC). Figure 4.2 shows th&ildigion of the number of the
outer detector hits in the largest OD cluster for ddt#) and MC (histogram). A
clear separation of FC and PC events is seen at 1ihi#i€-I. The criterion of the

separation was tuned to 16 in SK-Il. Systematic unicgytaf the FC and PC separat-

53



|3
— FC/PC separation in SK-I

Number of events

o

Number of outer detector hits

FC/PC separation in SK-II

H TR R Y]

®
»
IS
®
®
B
]
2

Number of outer detector hits

Figure 42 The number of hits in the largest outer detector clustbich was used to
separate the FC and PC event. The histogram is the M@tpmedvith neutrino oscillation

(solid line) and no oscillation (dashed line). The upper figsirfor SK-I MC and data. The
lower figure is with SK-Il, which zoomed in the region amd the separation. In SK-IlI, the

criteria of the separation was defined as 16.
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-ion was estimated by scaling the number of outer detddte to match the

distribution among data and MC.

4.1 Fully Contained Events (FC)

4.1.1 FC data reduction

The Super Kamiokande event sample consists mainly of downg@ng cosmic
ray muons and low energy radioactivity from parents sashradon. Cosmic ray
muons are easily discriminated by requiring little or iy ractivity in the outer
detector. For atmospheric neutrino analysis, we conglie events with visible
energy above 30 MeV, where visible ener@y;s[ is defined as the energy of an
electromagnetic shower that gives a certain amolu@herenkov light (for example,
a muon of momentum 300 MeV/c yields a visible energy oLiald0 MeV). To
make the final FC data sample, the following five stejpdata reduction criteria were

used.

(1) First reduction and (2) Second reduction

Simple and efficient criteria were applied in the fastl second reduction steps

* PE3go> 200 p.e (100 p.e for SK-II)
Where, Phy is the maximum total photo electrons collected initimer detector

within 300 nsec sliding time window.

* PEna/PEs00 < 0.5

Where, PEmax is the maximum p.e. in any single PMTiner detector.

hd NHlTAgoo <25
Where, NHITAqq is the number of hit PMT in outer detector (OD) witBD0 nsec
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sliding time window.

* TDIFF > 100 zsec
Where TDIFF is the time interval from the precedingrdv This is to reject

electrons from stopping muon decays.

(3) Third reduction
More complex criteria were applied in the third reductiatep with the help of
event reconstruction tools, for further rejection o$roic ray muons and low energy

events.

*NHITA;, < 10 and NHITAy < 10 (In SK-Il, NHITA,, < 16 and NHITA, < 16)
Where, NHITA, (NHITA,) is the number of hit OD PMTs within 8 m from the

entrance (exit) point of muon track fitted using the iratetector light pattern.

*NHIT50 < 50 (25 for SK-II)
Where, NHIT is the number of hit ID PMTs in 50 nsec sliding timiadow.

(4) Fourth reduction
Additional selection criteria were used to eliminate gus events, such as
“flashing” PMTs that emit light from internal coromischarges. Flasher events were

removed by two different methods.

*Typical flasher events have broader PMT timing distrimgi than the neutrino

events. Events with broader timing distributions weimiahted.

*Since flasher events have a tendency to be repeatibd sivhilar spatial hit
distribution, the pattern information of observed changes used on to eliminate
these events. A correlation parameter based on thgelpattern was calculated

with other data events and a “matched” tag was assiignédaighly correlated events.
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A cut was applied based on maximum correlation value aedntimber of

“matched” with other events.

(5) Fifth reduction

Two further event types were eliminated in the fifthugtion step.

*NHITA < 10

Where NHITAg is the number of OD hits in 200 nsec sliding time window
preceding the trigger time (-8900 ~ -100 nsec). This cut mdites decay electrons
from invisible cosmic ray muons that are below Cherentkweshold in the inner

detector.

« Cosmic ray muons are removed using a more precise dittd the same criteria as
the first cut of (3).

Finally, the vertex was required to be within a fiducidluwee, 2 meters from the
wall of the inner detector, and the visible energy wegiired to be greater than 30
MeV. Table 4.1 and 4.2 shows the event rate for eadhctien step and the

efficiency.

4.1.2 FC event reconstruction

The fully contained events, which passed through therddtection, underwent a

series of reconstruction.

(1) Vertex Fitting

First, the vertex position was determined using PMTtihies. The point which
best fit the distribution of PMT time was obtaineddujusting it for the time of flight
of the Cherenkov light and was defined as the ingatex position. The vertex was

reconstructed again after particle identification waaldished, to correct for particle
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Table4.1 Eventrate for each FC reduction step

events/day|

Raw data ~10

* Low energy cut (total p.e.)
1 o . . ~ 3000
» Decay-e cut (time interval from previous trigger)

) » Cosmic rayu cut (OD hits in 800 ns time window) 200
Low E & Flasher cut (Max p.e/Total p.e.)

« Cosmic rayu cut (OD hits around reconstructed entry or exit)

Low E cut (ID hits in 50 ns time window)

4| = Flasher cut (broad time distribution and pattern algoithm ~18

* Invisible cosmic ray cut (OD hits in earlier time)

» Cosmic rayu cut (OD hits around precisely reconstructed entry dj exi

Fiducial volume and visible energy cut ~8

Table4.2 The efficiency of each reduction step of FC events.

Reduction step SK-11 (%) SK-1 (%)

1st reduction 99.92 99.95
2nd reduction 99.89 99.94
3rd reduction 99.71 99.85
4th reduction 99.39 99.17
5th reduction 99.32 99.15

Fiducial volume and
o 99.17 97.59
visible energy cut
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track length. This final vertex fitter worked well footh SK-1 and SK-II. However, it
was found that the reconstruction accuracy of the iniéetex fit was deteriorated in
SK-Il. So in order to keep comparable performance withl, Skew algorithm to fit
Cherenkov edge was adopted and finally the performanceedhitial vertex fit of
SK-I and SK-Il had become comparable. The final verésolution was estimated to

be about 30 cm for single ring fully contained eventsoi ISK-1 and SK-II.

(2) Ring Counting

After an initial ring direction and vertex were foundher possible rings were
searched using a Hough transform [38] based technique. Theceehs iterative. A
second ring was searched for by choosing possible ringidine based on the Hough
map, and a likelihood technique determined if a secongl friom the list of the
possible rings is more consistent with the data thanojus ring. If a second ring is
judged to be more consistent, then this procedure wested as many as necessary
until finally no further rings were necessary to fie tata. Figure 4.3 and 4.4 show
the likelihood difference between the 2 ring assumptimha 1 ring assumption for
SK-I and SK-II, respectively. In these figures, thelta@n at the best fit parameters
(sin 20 = 1.0, Am? = 2.1x10° eV?) was taken into account for the Monte Carlo
prediction. Hereafter, if there is no mention, Monte I€gprediction is with
oscillation effect A cut was made at likelihood difference of 0 to separaigesand
multi ring events. The efficiency for identifying chargadrent (CC) quasi-elastic.,
(vy) events as single-ring was 93.2 (95.8) % for SK-I anfl €25.8) % for SK-II.

(3) Particle Identification

To determine the identity of the final state particlasparticle identification
algorithm was applied which exploited systematic differsnisetween Cherenkov
rings produced from different particles. Cherenkov rifnigs electron or gamma-ray
exhibit diffuse light distribution because of electrometgn cascades and multiple
scattering and are callegike events. On the other hand, Cherenkov rings from muon

or charged pion give sharper ring edge and are callié@ events. Figures 4.5 and
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4.6 show observed single-riregike and -like events, respectively. The opening
angle of the Cherenkov cone, which depends30rrv/c), was also used to separate
e-like and +like events at low momenta. The validity of the metas$ confirmed
by a beam test experiment at KEK [39]. The misidentificaprobabilities for single-
ring e-like and u+like events were estimated using simulated charged CQdé&tha
Current) quasi-elastic neutrinos and summarized in tie®a3. The distribution of
the likelihood variable used to discriminate single-rlike and (-like events are
shown for both the data and MC for the sub-GeV andit@aV samples in Figure
4.7 and 4.8 for SK-I and SK-II, respectively. In bothtloése cases, there is a clear

separation of the likelihood variable.

(4) Precise Vertex Fitting & Momentum Determination

Next, the Cherenkov rings were re-fit taking into accdahetexpected light pattern
given by the particle identification, and in the cassinfle-ring events, a specialized
event fitter was applied. After the rings were redfite total photo-electrons were
apportioned to all of the rings. The momentum of aigartvas determined from the
total number of p.e.s within a 7thalf-angle of the cone relative to the track dir@tti
with corrections for light attenuation and PMT angularegtance.

As a final procedure, the final energy and the anglernmdition of the ring were

checked to remove the rings which are not real most likely
4.2 Partially Contained Events (PC)
4.2.1 PC data reduction
The data reduction for PC events is different fromrédtiction for FC events in
respect of being required the presence of OD activitgaBse these extra OD hits,

which result from the exiting particle, a simple eribn based on the number of hits

in the OD tubes could not be applied to reject cosmidoackground. The reduction
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Table 43 The misidentification probabilities for single-ringlike and t+like events

estimated with simulated CC quasi-elastic neutrinos

SK-11 SK-1
Sub-GeV
e>n 0.9% 0.8%
n->e 1.5% 0.9%
Multi-GeV
e> u 0.4 % 0.4 %
n=>e 1.1% 1.4 %

used to identify partially contained events is describdtis section. The description
is based on SK-| data reduction. Though SK-II has basisatylar reduction step,

some critical values were tuned to keep similar evawtand efficiency with SK-I.
(1) First reduction

*PEy > 1000 p.e.

Where, PE; is the total photo electrons observed in the IDsTiterion correspond
to muons (electrons) with momentum less than 310 (110) &84eB¥ definition, an
exiting particle in the PC sample must have reached®ibdrom the inner fiducial
volume, and so must have had a minimum track length ofitaB.5 m, which
correspond to muons greater than 700 MeV/c in momentum.

(2) Second reduction

* TWIDA < 260 nsec
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Where, TWIDA is the width of the time distribution afsin the OD.

*NCLSTA<?2

Where NCLSTA is the number of hit clusters in the OD.

These cuts eliminated through going muons, which leftwell separated clusters in
the OD.

*NHITACin < 7
Where, NHITAG,, is the minimum number of hit PMTs among top (or bottam)
side regions in the OD hit cluster. Muons which clipped @¢tiges of the detector

were eliminated by this cut.

*PEyo > 1000 p.e.s

Where, PEky is the number of photoelectrons within 200 cm from ClDster.
Cosmic ray muons which entered and stopped in the inner gohinthe detector
were eliminated by this cut. This cut did not remove P@rim® events because PC
events produce large numbers of photoelectrons (typi8&l@ p.e.'s in SK-I) in the

region where the particle exited.

(3) Third reduction

In third step, a simple vertex fit and weighted directidm&gtion were used.
*NHITA;, < 10 (16 for SK-II)
Where, NHITA, is the number of OD hits within 8 m of the back-prag€elcéntrance
point.

* Flasher events were removed by using their broadergidistribution feature.

(4) Fourth reduction
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* dyfic*dpmt > -0.8
Where,d,;; is the reconstructed direction by point fit amhg,r is the direction from
the reconstructed vertex to the earliest hit ID PMTisTdut eliminate background

muons which left few or no entrance hits in the OD.

«DCORN>15m
Where, DCORN is the distance from the reconstructatex to the corner of ID.

This cut removes the remaining corner clipping muons.

« Fitted muon track length > 30 m (if goodness of through-going rfilerd.85)

(5) Fifth reduction
In the last reduction step, various remaining backgrouadtewvere eliminated by

several selection criteria.

*NHITAust = 10 (16 for SK-I1)
Where, NHITAys is the OD hits in the most highly charged cluster in GDily-

contained events were eliminated by this cut.

*PE > 3000 p.e
This cut is to get rid of low energy background even@®03total p.e.s in the inner
detector correspond to 350 MeV of visible energy, welbwethat of any exiting

muon.

*DISTeuet>20 m

Where, DIST is the distance between the highest charge OD hiteclasd the
second highest one. Clusters in the OD were searchredgfin with the same
clustering algorithm used in the 2nd reduction step but witterdift clustering

parameters. Some obvious through-going muons were rerbguais cut.
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* The most remaining background events so far are due tmfirecision of the fast
fitters we used. A precise fitting algorithm was thepleed to obtain more accurate
information on ring direction and vertex position. With mucloren accurate
information of the event, most remaining through-going angdping events were

able to be eliminated based on their distinct geomety@D signatures.

* Some through-going muons have a very special geometry. passgd through the
tank vertically along the wall of ID. These evemtsre eliminated by counting the
number of p.e.s. and hits within the region defined by ensphere around the top
and bottom fringes and checking the time interval betwikenaverage timings of

those top and bottom hits.

« Cable hole muon cut

There are four holes on the top of OD through which cablesand which make OD
inefficient to the penetration of cosmic ray muon.cbmpensate the inefficiency for
the holes, scintillation counters, which are called wetonters, were installed over
the holes on the top of the detector. Events with a getinter hit and consistency

with cosmic ray muon were eliminated.

After the final reduction step, events were scanned byigstgsto check the data
quality. However, no event is rejected based on the scarfimaly, the vertex was
required to be within a fiducial volume, 2 meters fromwladl of the inner detector.
The final event sample is an almost 100 % pure samphe background
contamination has been estimated to be about 0.2 %. Fablend 4.5 shows the
event rate for each PC reduction step and the detedfioierecy for both SK-1 and
SK-II.

4.2.2 PC Event Reconstruction
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The partially-contained events were reconstructed ugimgr detector PMT
information by similar vertex, direction fit and ringwrding algorithms to the one of
fully contained events. For some PC events, howekierdirection fit was slightly
modified and some criteria were tuned for SK-Il P@ragv The description of the

criteria in this section is based on SK-I event recotbn.

Table4.4 Event rate for each PC reduction step

events/day|
Raw data ~10¢
1| = Low energy cut (total p.e.) ~ 20000
« Cosmic rayu cut (OD time distribution and # of OD hit cluster)
2 | = Edge clipper cut (OD cluster topology) ~ 3500

» Stopp cut (low ID p.e. near OD cluster)

3 « Cosmic rayu cut (OD hits around back-projected entry) 250
* Flasher cut (broad time distribution)

* Low OD activity cosmic rayu cut (compare earliest ID hit & bac
projected entry)
« Edge clipper cut (fitted vertex position near ID corner)

» Through-goingu cut (long fitted track length)

* FC cut (OD hits in highly charged cluster)
* Low E cut (total p.e.)

* Through-goingu cut (# of OD hit cluster with different clustering
5| parameter from"™ reduction) ~1
« Stop or through-going cut (precise fitter info)

« Cosmic rayu cut passing through vertically along ID wall

« Cable holau cut (veto counter)

Fiducial volume and total p.e. cut ~0.6
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Table45 The detection efficiency of PC events at each redustem

Reduction step SK-11 (%) SK-1 (%)

1% reduction 98.7 99.0
2" reduction 94.2 94.2
3 reduction 93.1 93.1
4" reduction 85.8 87.9
5" reduction (Junk cut) 83.2 85.8

In case that the number of tubes in the largest ODetlusts greater or equal to 20
and there is no clear ID exit point or ID is judged tosbgurated, outer detector
spatial information was used rather than the resulthefptecise fitting algorithm.

‘No clear ID exit point’ and ‘Saturated 1D’ were definkik following.

*No clear ID exit point
If the ID PMT nearest to the projected ID exit poifithe fitted track with more than
200 p.e.'s was more than 200 cm away, then it was regdreledis no clear ID exit

point.

« Saturated ID
If there were more than 800 ID PMT hits with more than 280sin each of them, it

was judged to be saturated.

The estimated vertex position resolution for PC evevds 64 cm. The angular
resolution for the penetrating particle in a PC evert estimated to be Z.8Finally,
the fiducial volume cut was applied. The event rate infithecial volume was 0.61
events/day and 0.52 events/day in SK-I and SK-II, res@bg without taking into

account Monte Carlo efficiency and background.
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4.3 Upward going muon (UPM U) data

The upward-going muons observed in Super-K are classifiedtwtt categories,
that is, upward stopping muon events having only an entrgigoal in the OD and
upward through-going muon events having both entrance andigxéls in the OD
as explained at the beginning of this chapter. The criteried tes separate FC and
PC events was used to determine an event entry or gxélsiLO (16 for SK-I1I) OD
hits within 8 m of the reconstructed entry or exit pointevdefined as a muon entry
or exit signal. We required the geometrical trajectoryhodbugh-going muons to be
greater than 7 m in the inner detector, and we imposedveentam threshold of 1.6
GeV to stopping muon, which is equivalent to 7 m path leriijtle. purpose of the
data reduction is to isolate the upward muon events antldhizontal muon events,
which are needed for background estimation, to providassification of stopping or
through-going muon type, and to reject the background fromicasy muons and
noise such as flashing PMTs. Figure 4.9 shows the oyaxaédure to isolate upmu
events with rough event rate for each step. First,vdrg clear background was
rejected in the upmu reduction step and then the output oédiietion was passed to
the precise fitter. With the fitting information th@ecise fitter gives, downward
direction cut, 7 m track length cut for through-going muod a6 GeV momentum
cut for stopping muon were applied. Finally, the eventsqehshrough the precise

fitter cuts were scanned by physicists and the remairdnkggoounds were rejected.

4.3.1 UPMU data reduction

A charge cut of 8,000< Q (total ID charge) < 1,750,000 (3,060 Q < 800,000
for SK-II) p.e.s was applied. At very high ID chargeresponding to~= 1, 750,000
(800,000 for SK-Il) p.e.s the ID electronics becomesiragdéd causing the muon
fitters fail. To isolate the rate of about one nieatinduced upward going muon per

day from the remaining background of about a millionmdogay muons, we used
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Raw Data

e ~ 10° events / day
Upmu Reduction
Il ~ 50 events / day
Precise Fitter
iyl ~ 3 events / day
Eye Scan
a ~ 1.4 events / day

Final Sample

Figure4.9 The procedure to isolate upmu events.

seven different muon fitters. Some of these fittersewspecialized to fit stopping
muons, others were specialized for through-going muontgvand some of them
were specialized to fit muon events with Bremsstrahllihg. 7 fitters used are listed

below in the same order that an event pass through.

1. Stopmulst
‘Stopmulst’ is the first fitter used in the upmu reductibrelassifies topology of

muon events into multiple muons, stopping muon and through-goiroyp msing

only OD information and passes the events to the iitgett Without rejecting any

event.
2. Muboy

‘Muboy’ is the only fitter which provides fitting resslt(entrance position and

direction, goodness of fit, track length, number of tratk) as well as classifying
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muon topology (through-going muon, stopping muon, multiple muon anrcor

clipper). Most of the cosmic ray muon backgrounds wer@venh by this fitter.

3. Stopmu2nd
‘Stopmu2nd’ was specially designed to fit stopping muons andnuonly those

event s which were classified as stopping muons by ‘Mubo\gtopmulst'.

4. Thrumulst

‘Thrumulst’ is a fast muon fitter specialized for throughaganuon events.

5. Fstmu

‘Fstmu’ is another fitter specialized for through-going msio

6. Thrumu2nd
‘Thrumu2nd’ is a fitter specialized to fit multiple muoaisd Bremsstrahlung muon

events.

7. NNfit

‘NNfit’ is a fitter specialized for fitting Bremsstndung muon events.

The basic thing what the fitters do is to decide whetineevent should be saved,

rejected or passed to the next fitter.

*The events to be saved: if an event is classifigdrasgh-going or stopping muon
by either ‘Stopmulst’ or ‘Muboy’ in upward direction aboveefits goodness
threshold, it is saved. If an event, which ‘Muboy’ passedtite next fitter,
‘Stopmu2nd’, is the one classified as stopping muon by reftB®pmulst’ or
‘Muboy’, ‘Stopmu2nd’ saves it if it is classified as hameal/upward or if it gives

no-fit but ‘Muboy’ classifies it as horizontal. If avent is classified through-gong
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or stopping by either ‘Stopmulst’ or ‘Muboy’ and its direntis horizontal above
goodness threshold, the event is tagged as ‘horizamtal’saved for background

contamination study.

*The events to be rejected: if an event is classdiedlownward direction above
fitter's goodness threshold by any fitter, then thenéve rejected. Beside, corner

clipper muon cut and double muon cut are applied, which ardlukbdelow.

Conditions for corner clipper cut :

- ‘Muboy’ classifies the event as corner clipper above gessin
threshold.

- ‘Muboy’ classifies the event as through-going or stoppamg track
length is less than 4 m and direction is downward algmadness
threshold.

Conditions for double muon cut:

- Both ‘Muboy’ and ‘Stopmulst’ classify an event as multipigom

*The events to be passed to the next fitter: if antesgefitted with low goodness

value or the fitter cannot be run on the event, thengassed to the next fitter.

Finally, if all fitter cannot fit it, then the everg rejected. However, if at least one
fitter classify it as horizontal or upward, then itseved. All events after the upward
muon reduction, which contain many background events, weregassed to the
precise fitter, which gives more accurate fitting resgétsection, track length,
momentum etc) about muon. The precise fitter is destiibéhe next section. Table
4.6 show the percentage of saved events and rejected éwertsch step in upmu

reduction estimated with SK-I Monte Carlo.

73



Table4.6 Percentage of events saved or rejected at each fitter

Fitter % of events saved % of eventsrejected
Stopmulst 0% 3.4 %
Muboy 9.0 % 93.5%
Stopmu2nd 20.8 % 0.1%
Thrumulst 29.4% 0.9%
Fstmu 2.8 % 1.0%
Thrumu2nd 29% 0.9%
NNfit 6.9 % 0.1%
No fit by all fitter or not 28.2% 0.1%

4.3.2 Upmu Event Reconstruction

All events from the output of the upward-going muon reduatiere passed to the
precise fitter. The accurate muon vertex and directiendatermined by the precise
fitter and they are used for the neutrino oscillatioalysis. Though the fitters in the
upmu reduction give fit direction and entrance point, threyjast designed to reject
clear background and to reduce number of events to pasetise fitter because
precise fitter take long time to fit events.

The basic algorithm is identical to that used for the exerand direction
determination for single ring fully-contained and pdigtiaontained events. The fitter
assumes that the particle is a muon and the vertetigoosf the event is at the inner
detector surface. However, when the muon produces an eéoeslgetro-magnetic
shower, the assumption of single non-showering muon doegive an accurate
direction. For these events, the information of ODshiised to determine the particle
direction. The angular resolution of the fitter was edihdoy comparing true muon

direction and fitted direction using Monte Carlo and itswabout 1.0 for both

through-going and stopping muons.
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Based on the information the precise fitter gives, sglected the events, which
were fitted in upward direction, longer track length than in case of through-going
muon and higher momentum than 1.6 GeV in case of stoppilng.nfable 4.7 shows
the upward-going muon detection efficiency after upmu reductitd precise fitter

cut estimated using Monte Carlo.

Table4.7 Upmu detection efficiency estimated using Monte Carlo.

Reduction step SK-11 (%) SK-1 (%)
Total 100 100
Reduction 97.7 99.3

Precise fitter

S 96.4 99.2
(with direction and track length cut)

4.3.3 Upmu Eye-Scanning

The events, which passed through the cuts from the prfites, still contain some
junk events not rejected by misfitting. To eliminatast kind of events, two
independent physicists scanned the events by evenayismigram. Finally, another
upmu expert compared the judgment from the two physiastsraake final decision
about rejecting events. The eye-scanning is used juskjext the remaining
backgrounds and never change the fitting results like d@rectvertex or the

stop/through-going judgment decided by the fitter.
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4.3.4 Background Estimation from Cosmic Ray Muon

The main background for upward going muon is cosmic ray miost of these
events were rejected in the upmu reduction. After the remiydtie precise fitter gave
more accurate fitting information and rejected downwaidgymuon. The remaining
backgrounds after the selection from the precise fittere eliminated by eye-
scanning. Nevertheless, there may still exist some bagkdrin near horizontal
direction because of the finite fitter resolution andtiple scattering of muons in the
nearby rock. Figure 4.10 shows the zenith angle distibubf upward muon
candidates near the horizon (-0.1 <&es0.1 for stopping muon and -0.1 < @os
0.08 for through-going muon) for two different region (theatthink rock region and
thick rock region) in azimuth. The region, which shomsgligible cosmic ray
contamination in near horizontal direction, is thekhiock region. However, we can
see the other region, that is, thin rock region havermegiigible contamination. The
shape of zenith angle distribution of thin rock region ablomgzon was extrapolated

by the following fitting function
f [COS(H)] = p1+ e[ p2+p3cos(d)]

The cosmic ray contamination was estimated form thenskterm in the right of the

above function.
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Chapter 5

Atmospheric Neutrino Data

5.1 FC and PC Events

We have accumulated 1489.2 days of FC and PC data fronilKjal996 to July
16, 2001. These are referred as SK-lI data and comparbdstaitistically larger
samples of Monte Carlo events equivalent to 100 yeatsedbK-I detector exposure.
After 2001 accident and reconstruction, we have accurdut®@.1 days of FC and
PC data from Jan 16, 2003 to Mar 2, 2005. These are refesr&K-4 data and
compared with Monte Carlo equivalent to 60 years of thdlSi¢tector exposure.
The Monte Carlo samples were processed by the samé sslection and event
reconstruction steps as the real events. Fully-aoedagvents were divided into two
sub-samples according to the reconstructed visible en&vgyrefer to the event
sample below 1.33 GeV as sub-GeV, and above 1.33 GeV asGuMt Fully-
contained events were further divided into the eventh wingle reconstructed
Cherenkov ring and events with more than one ring. Alglsising events were
classified as either e-like ar-like based on the PID result. Lower energy cuts were
applied only to the single-ring sample, ® 100MeV/c for a e-like and P>
200MeV/c for p-like. In addition, multi-ring events were used to study the

atmospheric neutrino flux. Table 5.1 summarizes the nupftebserved events in th-
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Table5.1 The number of observed events in the sub-GeV and multisae\ples as well as

the expected number of events in the absence of neutritiatasts.

SK-I SK-I
Data MC Data MC
Single-ring
Sub- e-like 3353 2879.8 1447 1256.2
GeV p-like 3227 4212.8 1370 1782.8
Multi-ring 2361 2791.7 1011 1199.1
Single-ring
Multi- e-like 746 680.5 280 296.4
GeV p-like 651 899.9 278 390.1
Multi-ring 1504 1891.6 642 767.0
PC 911 1129.6 325 461.2

-e sub-GeV, multi-GeV and PC samples as well as theciegpaumber of events in
the absence of neutrino oscillations.
A double ratio defined as=Ru/e)parta/(1/€mc Was measured like following without

oscillation effect in Monte Carlo prediction for sub-Gevents.

SK-1: R,y ey = 0.658+ 0,016+ 0.035

SK-I1': Ry ooy = 0.667°9%2 0,038

A substantial fraction of muons in the multi-GeV energyge exit from the inner
detector and are detected as PC events. The partaltgined event sample is
estimated to be 97 % pure C& interactions, even without requiring any particle
identification or ring-number cuts. Therefore, we add dit@jle-ring and PC event

totals when calculating R in the multi-GeV range. The toulitio R in the multi-

79



GeV energy range was measured like following withoutllasicin in Monte Carlo.

SK-: Rpyii-cevspc = 0702055 +0.101

SK-I: Riui-gevspc = 0-750ﬁ8‘.8?£ +0.065

The double ratios of SK-I and SK-Il agree well.

The up-down ratio, where U is the number of upward-geirants (-1 < c@3 < -
0.2) and D is the number of downward-going events (0838 & 1), is summarized
in Table 5.2, wheré is zenith angle. While the ratio for e-like eventthis consistent
with 1, the p-like up-down ratio for the multi-GeV data differs fraimby more than

12 standard deviations.

Table52 UP/DOWN ratio of fully-contained events.

UP/DOWN ratio
SK-I SK-1I SK-II / SK-I
e-like 1.11+0.04- 0.97+0.06- 0.88+/-0.06 (2.6)
Sub- 0.04 0.06
GeV | p-like 0.77+0.03- 0.84+0.05- 1.09+/-0.08 (1.&)
0.03 0.05
e-like 0.96+0.09- 1.07+0.16- 1.11+/-0.18 (0.6)
Multi- 0.08 0.14
GeV n-like 0.48+0.05- 0.40+0.05- 0.87+/-0.15 (0.8)
0.04 0.04
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5.2 UPMU events

The SK-I upward-going muon data used in this analysis wkea tiom May 1996

to July 2001. The detector live-time is 1645.9 days. The SkWard-going muon
data were taken from Jan 5, 2003 to Mar 2, 2005. The delieetdime was 609 days.

Figure 5.1 shows the event rates as a function oéldqesed days for SK-II upward

going muons. The event rates for these samples ate.stalble 5.3 summarizes the

number of observed events in the upward-going muon data santplante Carlo.

Upmu event rate are consistent between SK-I and $#¢-both data and MC.

Fewer upward stopping muons were observed than predicted thkilobserved

number of upward through-going muons was consistent with tiieeretical

prediction within the errors.
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Figure 5.1 Event rate as a function of elapsed days of SK-Il daial event rates were

shown as a reference by line.
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Table5.3 The number of observed events in the upward-going muon atatdesand Monte

Carlo. The numbers in 100 years SK-I MC were normaliz&ktdl MC live-time of 60 years.

Fitted event Data MC
class SK-I SK-II SK-I SK-II
Stop mu 417.7 170 9504 9285
(events / day (0.28) (0.28)
Thru mu 1841.6 662 22374 22022
(events / day (1.13) (1.09)
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Chapter 6

Two Flavor Neutrino Oscillation

Analysis

6.1 Overview

In the previous atmospheric neutrino analysis [2-5], gnifitant deficit of
atmospheric muon neutrino interactions was observed cechfia the expectation
and it was interpreted as neutrino oscillation. Osillabetween electron neutrinos
and muon neutrinos cannot explain the data because tHenofrobserved upward-
going electron neutrinos is consistent with null-datibn expectation. The other
hand, atmospherig, oscillation intov, can explain the, disappearance well, as the
majority of the flux is below the 3.5 GeV neutrino engrwhich is the threshold for
charged current production. So previously the atmospheric neutrino datee w
analyzed based on hypothesis of pure 2 flavor neutrioiblad®n between muon
neutrino and tau neutrino and the best fit parameteng: 6> vt oscillation were
established using the whole SK-I atmospheric neuttliata [35]. Also in this study,
the pure 2 flavor oscillation was assumed but to nreathie oscillation parameters
more precisely, the new strategy of binning, whiclerie of the oscillation analysis

procedures, was applied and the combined analysis of Sup@opkénde-l and
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Super-Kamiokande-Il data was accomplished.

6.2 Oscillation Analysiswith New Binning

6.2.1 New binning

In the oscillation analysis, the data and Monte Caréoclassified by reconstructed
event type, momentum, and zenith angle. The fully-éeath(FC) sample is divided
into sub-GeV and multi-GeV according to the visiblergy (Eis < 1.33 GeV is for
sub-GeV and f > 1.33 GeV is for Multi-GeV), into single-ring and rtitring by
the number of reconstructed Cherenkov rings, andetilitee and ;-like by particle
identification (PID) of the most energetic ring. Upward ngpoimuon events are
divided into upward stopping and upward through-going according to theggn
deposited in OD. Each category is divided further by momenthzanith angle. In
previous oscillation analysis [35], total 180 bins weralug&0 for the FC sample, 10
for PC sample, 20 for upward going muon sample.

In new binning, the PC sample is divided further into Obpging and OD
through-going according to energy deposited in OD, multi-etige sample were
added newly, and momentum of multi-GeV samples were dividere finely to
increase sensitivity to oscillation parameters. Mhmber of total bins has become
370 in this new binning strategy: 270 for FC sample, 80 fors&@ple and 20 for
upward-going muon sample. Figure 6.1 shows the schemeticofithe old bins (180
bins) and new hins (370 hins).

6.2.2 Oscillation analysis method with new binning

The number of events of data in each bin is comparéd exipectation and the

agreement between data and expectation is estimatede biplibwing X statistic
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using Poisson probability distribution.

370 N.obs 44 51‘
2 - 2(N&P — N‘obs 2N-Obsl i c
L et B 3

46
NP =N? Py, -v,) H1+Z f]-i F3y
j=1
Where,
N;°®Sis the number of observed events inithbin,
N;*®is the expected number of events taking into accourdstilation effect,
g is the combined statistical uncertainties of the dathMonte Carlo simulation,
N’ is the expected number of events predicted without meutscillation,
& is the systematic variation,
fij is the fractional change in the predicted event ratedi,thin due to a variation of

the parameter’.

In the estimation oN;®®, systematic variations due to uncertainties in the imeutr
flux model, neutrino crossection model, and detector response were taken into
account. These uncertainties are represented by 46 gtarard, which are described
in the next section.

The second sum in th definition collects the contributions from variablekigh
parameterize the systematic uncertainties in the esgh@etutrino rates but among the
46 parameters, only 44 parameters contribute because thearameters (‘the
absolute normalization’ and ‘sample normalizationnuoflti-ring e-like events’) are
regarded as free. During th calculation, the systematic parametetsre varied to
minimize ¥*for each choice of oscillation parameters?28randAnt.

A global scan was made on a {&, logAnT) grid searching the point minimizing
¥~ Assuming a linear dependenceN;?®on the each systematic parameteryhich
minimize ¥*is obtained by calculatingy’ / 3¢ = 0 for each of the parametefs As a

result, the minimization of’ is equivalent to solving the following equation fer1,
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whereg is the estimated uncertainty in the parameter
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Figure6.1 The schematic view of the binning. Each bin in this gsrdivided further by 10
zenith angle bin. The top is the bins used in the old sisa{¥80 bins) and the bottom is the

new bins (370 bins) used in this analysis.
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Since this equation has non-linear terms for ywfefinition, an iteration method was
used to obtain the approximate solution. The following datawere used in this

analysis as mention at the chapter 5.

SK-1 SK-1
Data MC Data MC
FC, PC 1489.2 days 100 | 627.1 days 60 years
years
UPMU 1645.9 days 100 | 608.6 days 60 years
years

6.2.3 Systematic uncertainty terms used in the oscillation analysis
In this section, the 46 systematic parameter ternasdascribed briefly. The
estimated 1o for each parameter are shown in Appendices with tle fltevalues

obtained from the combined analysis described in se6tin

Systematic uncertaintiesin atmospheric neutrino flux

B Absolute normalization ----- Q)
Absolute normalization uncertainty comes from the tmg#y in the primary
cosmic ray flux and hadronic interaction models. It wagyhly estimated to be
20% below 100 GeV and 30% above 100 GeV. However, this parameter wa

treated as a free parameter in the analysis becaitsdarfje uncertainty.

B Flavor ratio  v,/V. ratio (E <5 GeV) ----- 2)
v,/ Ve ratio (B, > 5 GeV) ----- (3)
The flavor ratio is predicted from the independent flulkcudations. At the low

energy, the uncertainty mainly comes from the estomatf pion spectrum in the
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primary hadronic interactions, which affects decay prdii@isi of secondary
muons in atmosphere. At high energy, the uncertaintglyneomes from the ki

production ratio.

B Anti-neutrino / neutrino ratio antiz / ve (E, < 10 GeV) ----- 4
antive / ve (E, > 10 GeV) ----- (5)
antiv, /v, (E, < 10 GeV) ----- (6)
antiv, /v, (E, > 10 GeV) ----- 7)
Systematic uncertainty of anti-neutrino to neutringoradbmes fron¥t/1t ratio in

hadronic interaction in the flux calculation.

B up / down ratio ----- (8)
The neutrino flux below a few GeV has up/down asymmetnaulme of the
rigidity cutoff by the geomagnetic field. The systematiccertainty in the
up/down ratio of atmospheric neutrino flux is derived frthra treatment of the

geomagnetic field in the calculation.

B horizontal / vertical ratio ----- (9
The source of the uncertainties in horizontal/verticatior of atmospheric
neutrino flux depends on the neutrino energy. For relstileiver energy
neutrinos below 10 GeV, the uncertainties come form difference in 3-
dimensional calculation method for each calculation. kgirdr energy neutrinos,
the uncertainties are derived from the generlifetatio in hadronic interactions

in the atmosphere. However, these uncertainties wemtett as the correlated.

B K/ratio ----- (10)
B Flight length of neutrino ----- (11)

The uncertainty of flight length of neutrino is not tetato flux but it affect on

oscillation probabilities of neutrinos. The systeimaincertainty for upward-
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going neutrinos is negligible but downward-going and loartizl-going neutrinos
are affected largely by the uncertainty of the produdtieight of the neutrinos.
The systematic uncertainty in the calculation of thredpction height and
neutrino flight length is measured by changing the densttycture of

atmosphere.

B Energy spectrum of primary cosmic ray ----- (12)
The spectrum of primary cosmic ray is well fit to foem E'. The spectral index for
the primary proton flux used i&=2.74. We assigned 0.05 for the uncertainty in the

energy spectrum index above 100 GeV in the primary cosmnengy spectrum.

B Sample-by-sample normalization (FC Multi-GeV) --43)
(PC + Upward-stopping muon) ----- (14)
Actually, the uncertainty of flux estimated from independient model depends
on neutrino energy. Therefore, the uncertaintieslifolute normalization and
energy spectrum were not enough. So the uncertaintteg €itix for Multi-GeV
and PC+upward-stopping muon samples were introduced as sayrgaenple

normalization.

B Normalization of multi-GeV multi-ring e-like events —{15)

B Uncertainty from solar activity ----- (16)
Primary cosmic ray flux is affected by solar activihanging by about 11 years
period. The effect of solar activity on the atmospheeutrino flux calculation
was taken into account. +/- 1 year of uncertainty wasoduced to the

modulation of solar activity.

Systematic uncertaintiesin neutrino interaction

B M, in quasi-elastic scattering and single meson produetien(17)
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The value of M is set to be 1.11 based on experiment. The uncertairhjisof

parameter makes effect on angular correlation betiwmsgttent neutrino and out-

going lepton.
B Model dependence quasi-elastic scattering ----- (18)
deep inelastic scattering ----- (19)
B Cross section quasi-elastic scattering ----- (20)
single meson production ----- (21)
deep inelastic scattering ----- (22)
coherentrtcross section ----- (23)
® Neutral current / charged current ratio ----- (24)
B Nuclear effect ift°O ----- (25)
In neutrino interaction with nucleons 10, the Fermi motion of the nucleons
and Pauli Exclusion Principle are taken into account.nifeéeons are treated as
quasi-free particles using the relativistic Fermi gaxel of Smith and Moniz.
The momentum distribution of the nucleons is assumédmxt titat up to the fixed
Fermi surface momentum of 225 MeV/c and the nucleon pates set to 27
MeV/c. These configurations and the calculation of kiages in neutrino
interaction are thought to have uncertainty.
B Nuclear effectft spectrum) ----- (26)
The uncertainty is related to the interactiomaind nucleons it°O.
B Charged current, interaction ----- (27)

The number of charged curremt interactions in the FC single-ring e-like
samples was considered. The systematic uncertainthenctoss section of

charged current; interaction is estimated fromanalysis in Super Kamiokande.
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Systematic uncertaintiesin event section

B Reduction efficiency FC ----- (28)

Systematic uncertainty of reduction efficiency wasnested by comparing the

distribution of each cut variable of the data with thahefMonte Carlo.

B FC/PC relative normalization ----- (31)
This uncertainty is mainly from FC/PC separation madeOBy hits. Fiducial
volume, non-neutrino background and hadron simulation alsxtaffn this

uncertainty.

B Separation of upward-stopping and through-going muon ----- (32)
This separation is done by the number of hits in OD PMilsin 8 m from the
reconstructed exit point (NHITEX). The uncertainty veatimated by comparing
NHITEX distribution of the data with that of Monte Gavrl

B Separation PC stop/through events ----- (33)

B Hadron simulation (contamination of NC in single-rigriike events) ----- (34)

B Non-neutrino background flasher fotike ----- (35)

cosmic ray muon in+like events ----- (36)

B Background contamination multi-GeV single-ring e-likemts ----- (37)

multi-GeV multi-ring e-like events ----- (38)

B Background subtraction upward through-going muon ----- (39)

upward stopping-going muon ----- (40)
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The background subtraction of upward-going muon events imtisé horizontal

zenith angle bin was described in 4.3.4.

Systematic uncertaintiesin event reconstr uction

B Single-ring / multi-ring separation ----- (42)
This uncertainty was estimated by comparing the evatluéiioction distribution

of data with that of Monte Carlo.

B Particle identification single-ring events ----- (42)
multi-ring events ----- (43)

The error for the particle identification was estiathtby comparing the
likelihood distribution of the data with that of Monter(@a

B Energy calibration ----- (44)
The absolute energy scale was estimated with sevarales over a wide energy
range. The uncertainty of the absolute energy reconistnugts less than 2 %.

B Energy cut for upward-stopping muon ----- (45)
The systematic uncertainty of an energy &t>(1.6 GeV), which is applied to
upward-stopping muon samples to isolate well reconstructedtsevevas
estimated by varying the energy scale by 2 %.

B Up/down symmetry of energy calibration ----- (46)

The difference of the energy scale for upward-going amehdard-going event

was measured using decay electrons from cosmic ragistpmuons.
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6.2.4 Study of sensitivity to finer binning with SK-1 MC

The effect of the new binning on the 2 flavor analysas vested using Monte Carlo
before applying it to the real data. To do it, the nuniddeevents in each bin was
calculated using 100 years SK-I MC and was scaled to thavitve-time of 5 years,
20 years and 80 years respectively. The numbers of rizabdents in each bin were
replaced with that of the scaled MC. To investigateitieity for various oscillation
parameters regions, four different set of parameters,ighésirf26, Am?) = (0.85,
5.6<10°), (0.85, 1.0<10%), (0.85, 2.510%), (1.0, 2.5¢10% were applied when
making the virtual data, which was made from the scRIE. With these virtual data,
the 2 flavor oscillation analysis was done in the olthinig (180 bins) and the new
binning (370 bins).

Figure 6.2 shows the 90% C.L. allowed regions obtaineld thi¢ virtual data in
180 bins and 370 bins. It is clear that the analysis iméwebinning constraimm?
more strongly for all oscillation parameters regi@ml live-time. With this clear

improvement in MC, we decided to apply this new binningtd data analysis.

6.2.5 Result with SK-I data and SK-II data separately

SK-I real data were analyzed in the new binning with tiethisd described in 6.2.2.
The minimumy? value,X’min = 3765/ 367 DOF, was obtained at (58 = 1.00,Ant
= 2.5<10°% eVA. Including the unphysical region (5 >1) in the scan, the
minimum 2 value, X?nn = 376.1 / 367 DOF is located at (&8 =1.03, An? =
2.5<10° eV?). The minimumy?in the unphysical region is lower than that in the
physical region by 0.44. The allowed oscillation parametgion corresponding to
the 68%, 90% and 99% confidence level are shown in Figur@pahd the contour
of 90% confidence level was compared with that of the édyais using 180 bins in
Figure 6.3 (b). Assuming no oscillation, that is, 8= 0 An? = 0), x* value is
795.7 /1 369 DOF. The 90 % C.L allowed region of the adeith parameters is also
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Figure 6.2 Result of sensitivity study to binning effect. 90 % @llowed region obtained
with the virtual data using 180 and 370 bins are shown fiwugoscillation parameter region

and live-time.

estimated by using FC single-ring sub-GeV below 400 MeFLC single-ring sub-
GeV above 400 Me\/ FC single-ring multi-GeV, PC, FC multi-ring and UPMU
events separately. The results are shown in Figurendidéh compare the old and
new binning analysis. The finely binned samples, ‘MuMG'PC’ and ‘Multi-ring’
make contribution to constraiin? region tightly. FC single-ring and UPMU events
give no effect because their binning was defined samé¢hesold. Table 6.1
summarized the best fit parameters and the allowed rafighe oscillation
parameters at 90% confidence level in old and new binnintysimaThe same
analysis was also done with SK-II data and 60 yead|S3KC. Figure 6.5 show the
contours plot with all the samples combined and the @0 contour plot for each

sub-sample.

94



SK-I
-2 -2
lO T T T T T lO T T T T T
NA NA
E ..... E -----
e e
< 3 &L
90 % C.L. <
----- 99% C.L.
— 90% C.L. R — 370 bins R
.......... 68% C.L. - 180 bins
-3 -3
lo 1 1 1 1 1 lO 1 1 1 1 1
07 075 08 08 09 095 1 07 075 08 08 09 095 1
sin®28 sin®28
(a) 370 bins (b) 180 vs. 370 bins

Figure 6.3 The left plot (a) is the allowed oscillation paraeneegion corresponding to the
68%, 90% and 99% confidence level (C.L.) obtained with 370 bins.right plot (b) is the

comparison of the results with 180 bins and 370 bins for 90L.% C
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Figure6.4 90 % C.L allowed region for each sub-sample. Thedefié result with 180 bins

and the right is 370 bins.
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Table6.1 Summary of the best fit parameters and the allowee: rabiained with SK-1 data.

X2/ dof sirf20 Anf (eV?) 90%C.L
180 bins
Physical 174.9/177 1.00 2.1110° sinf26> 0.92
Unphysical 174.7 /177 1.02 2.2110° 1.5<10°% < Ant < 3.3<10°
370 bins
Physical 3765/367 1.00 2.4810° sinf26> 0.93

Unphysical 376.1/367 1.03 2.4810° 2.0<10° <Ant < 3.0<10°

SK-II SK-II
2 1
lo T T :' T T
-2
— .
>
L
~ H
g o = Combinge-
L — Sub-GeV Tow s\
----- 99%;C.L. E - Sub-GeV'hjgh
— 90%-C.L P Multi-GeV,.*
VT [ —PCc . )
""""" 68% G’.L' --- Multi-ring Trreremesssneennett
. Upward-going muon
10—3 I I o i i 1O>4"""'""""""""" ........ |...|....|<
0.7 0.75 0.8 0.85 0.9 0.95 1 04 05 06 07 08 09 1 11 12 13 14
L2
sin“20

Figure6.5 The allowed oscillation parameter region obtained witHISlata. The left is the

contour obtained with all the samples combined and the isg?% C.L allowed region for

each sub-sample.
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6.3 Oscillation analysiswith SK-I and SK-11 combined

6.3.1 Combining strategy

SK-II data, which started to be taken from January, 200& Hiferent systematic
effect in detector response. Therefore we do not mix &kd SK-II data directly. To
combine SK-1 and SK-II data in oscillation analysis, tmember of bins were
increased double for SK-1l data. That is, total 74&biere used in this analysis: 370
bins for SK-I and 370 bins for SK-II. The definition 70 bins for SK-1I is same as
the one of SK-I. Though the systematic errors rdlate detector response are
different between SK-1 and SK-II, the systematic erredated to neutrino flux and
neutrino interaction are identical for SK-I and SK-8o the systematic errors of
neutrino flux and interaction were treated in commom@adombined analysis and in
case of systematic errors of detector response andnttestainty of solar activity
were regarded as independent between SK-I and SK-II. dh)y &t systematic error
terms were used in the combined analysis: 14 for neuftinx, 12 for neutrino
interaction, 19 for SK-I detector response, 19 for SKetector response and 2 for
solar activity of SK-1 and SK-Il. The same osciltatianalysis as section 6.2.2 was

repeated with increased bins and systematic ermoister

6.3.2. Result of the combined analysis

In the combined analysis of SK-I1 and SK-I1, the minimy? value, X*min = 767.5/
737 DOF, is located at (328 =1.00,Ant = 2.5<10° eV?). Including the unphysical
region (sif20 >1) in the scan, the minimuryf value is obtained at (20 =1.01,
An? = 2.5<10° e\). Contours corresponding to the 68%, 90% and 99% confidence
level are shown in Figure 6.6 with comparison of SK-I rtefarl 90% confidence
level. Figure 6.7 shows theg - x%min distributions projected to si2 andAn? axes, in
which the minimumy? - X%min Values for each sf8 and Ant are plotted. Table 6.2
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summarized the best fit parameters and the allowed rafighe oscillation
parameters at 90% confidence level in SK-I and the aosabanalysis. Assuming no
oscillation, (sifi28 = Q An? = 0), ax’ value is 1306.8 / 739The allowed neutrino
oscillation parameters obtained by using each six sub-sa@eshown in Figure 6.8.
The allowed region contours from combined data shdittle bit stronger constraint
than SK-I. The best fit systematic parameters, whiehe fitted during(® calculation,
are shown in Table A1~10 in appendix with their dncertainty.

The zenith angle distributions of the FC, PC and upwgwoithg muon samples are
shown in Figure 6.9 and 6.10. The data (dot) are compaitedthe Monte Carlo
expectation assuming no oscillations (box) and the flies&pectation forv, <
v. oscillations (line). Thev, < v;oscillation hypothesis provides a consistent

explanation of the full data set.

Table 6.2 Summary of the best fit parameters and the allowed rahggned from the

combined analysis. SK-I result are shown for comparison.

X2/ dof sirf26 Anf (eV?) 90%C.L

SK-I
Physical 3765/367 1.00 2.4810° sinf26> 0.93
Unphysical 376.1/367 1.03 2.4810° 2.0<10° <Ant < 3.0<10°

SK-I1+SK-II
Physical 767.5/737 1.00 2.4810° sinf26> 0.93
Unphysical 767.5/737 1.01 2.4810° 2.1x10°% < Anf < 3.0x10°
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Figure6.6 The left plot is the allowed oscillation parametersvfp <> v, with the combined
analysis of SK-1 and SK-II. Three contours correspond to 68086 and 99 % C.L. allowed
region. The right plot is the comparison with the resu@i-| only analysis for 90 % C.L..
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Figure 6.7 y*’min distribution projected to sig® and ~m? axes resulted from SK-I and

SK-Il combined analysis.
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Figure 6.8 90 % confidence level allowed oscillation parameteroregiof each sub-sample

for v, < v, oscillations with SK-I and SK-II data combined.
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Figure 6.9 The zenith angle distribution of fully-contained sub-GeV amdtifGeV sample
obtained by the combined analysis of SK-I and SK-IIl. Thetpaghow data, box histograms

show the non-oscillated Monte Carlo and the lines shenbest fit expectation obtained from

SK-I + SK-II
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the combined analysis.
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Figure6.10 The zenith angle distribution of multi-ring, partiallyptained and upward-going
muon sample obtained by the combined analysis of SK-I ant. e points show data,
box histograms show the non-oscillated Monte Carlo antinthe show the best fit expectation

obtained from the combined analysis.
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6.3.3. Oscillation analysis with pseudo data to check the likeliness of
the result obtained with real data

When we compared the allowed oscillation parameteomegbtained from the
combined analysis with that of just SK-I (refer to Feg6.6), there was almost no
improvement with the combined analysis. It was irddrthat that was because the
result with just SK-1I data was on rather bad side uhfike it couldn’t contribute for
the improvement by the combined analysis.

To check this inference, 20 set of pseudo data, which thaveame live-time with
real data and have the best-fit oscillation parametn&0 = 1.9 Anf = 2.5<10°
eV?), were made using Monte Carlo for SK-I and SK-II, resipely. The oscillation
analysis was done with this 20 set of pseudo data andltveediregions ofAn? at
90% C.L were compared with that of real data.

The Figure 6.11 shows the width/&uf? region at 90% C.L obtained with 20 set of
pseudo data and real data for SK-1 and SK-II, respectiVdlg first bins in the graph
of Figure 6.11 indicate the result of real data. We canhsgehe result of SK-I real
data is on the lucky side and SK-II is rather unlucky. TWesonclude that because
of the unlucky situation of SK-II, the combined analysfsSK-I and SK-II made

almost no improvement on the result of just SK-I.
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Figure6.11 The width ofAn? region at 90% C.L obtained with 20 set of pseudo dataeshd r

data for SK-I (left) and SK-II (right), respectively theck the likeliness of the result of real
data.
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Chapter 7

Conclusion

Atmospheric neutrino events observed in Super-Kamiokandethawenergy range
approximately from 100 MeV to 10 TeV, and the neutrino flighigth from about 10
km to 13,000 km. These wide ranges of energy and flightHesgtl high statistics
enable us to study neutrino oscillations phenomentidrstudy, the 2 flavor neutrino
oscillation ¢, < v;) analysis was done using 1489.2 days exposure of SK-I fully-
contained and partially-contained events, 1645.9 days of @ward-going muon
events, 627.1 days of SK-Il fully-contained and partiabbytained events, and 608.6
days of SK-1l upward-going muon events.

SK-II detector has half density of ID (inner detectak)T® compared to SK-I and
the PMTs are covered with acrylic covers to preventrcheaction of PMT implosion.
As SK-II has different detector configuration and respensom SK-I, some cut
variables in data reduction were tuned and some reconatruatgorithm were
modified in SK-Il. The systematic uncertainties rafate SK-1l data reduction and
reconstruction were estimated again and SK-II yieldedistemd detection efficiency
and oscillation analysis result with SK-l. To investeggaany possible position
dependence of SK water quality, the additional light tojec(LIs) were installed in 7
different positions (one on the top of the tank, five tbe barrel and one on the
bottom) and started to inject light from 8 differentsipons of the tank since the

beginning of SK-Il while only one injector on the topsassed in SK-1. However, the
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position dependence of the water quality was not setireinesult obtained from the
upgraded LI system. Therefore the position dependence effeabe water quality
was not applied in the neutrino data analysis.

The oscillation parameters (480, Ant) betweenv, and v, were constrained
utilizing the zenith angle and energy dependent deficit wbden atmospheric muon
neutrino data. Especially it was shown that the detetininaf An¥ allowed region is
improved much by dividing momentum bins of fully-contaimadIti-GeV and PC
samples further. Oscillation analysis was done wilfxl Qlata, SK-Il data and
combined data of SK-I and SK-II in the new finer bimgni which was proved more
sensitive to constraining the oscillation parametar’. The results with the above
three kinds of data set were consistent each otherbastefit oscillation parameters
obtained with the combined data set aré28iF 1.00 andAn? = 2.5<10° eV with
X*/DOF = 7675/737. The oscillation parameters are constrained 420sir0.93 and
2.1<10° < Ant? < 3.0<10° at 90% C.L. with the combined data set. Zenith angle
distribution of the observed atmospheric neutrinos in Skipamiokande is explained
well at the best fit expectation obtained from pyre- v, oscillation analysis.

The oscillation parameters can also be constrainet/Bydependent oscillation
analysis of FC and PC samples. This independent study ¢ietaesistent result [40].
Though 2 flavorv, < v oscillation is dominant, other sub-dominant effect sueh a
8.3 and solar terms(, andAm,,>) might be observable in the atmospheric neutrinos
in Super Kamiokande. We are making effort to detectdhiall effect. To achieve

that, the neutrino flux and interaction should be urtdedsmore accurately.
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Appendix Tables




Table A1l. Systematic errors in neutrino flux (1)

(common to SK-T and SK-1)

0(%)  Bestfit
Absolute normalization Free 7.2
(yi+ anti—y)/(vet anti-  E, <5 GeV 3.0 -2.7
Ve)
FE,> 5 GeV 3.0° 2.9
anti—vy/ Ve F, <10 GeV 5.0 2.0
B, > 10 GeV 5.0" -0.9
anti-v/v, E, <10 GeV 5.0 -0.8
E,> 10 GeV 5.0° 2.3
Up/down < 400 MeV e-like 0.5 0.1
Ulike 0.8 0.2
> 400 MeV e-like 2.1 0.6
Ulike 1.8 0.5
Multi-GeV e—like 1.5 0.4
Ulike 0.8 0.2
PC 0.4 0.1
Sub-GeV multi-ring y 0.8 0.2
Multi-GeV multi—ring u 0.7 0.2

"Energy dependent error linearly increasing with logZ, from 3.0% at 5 GeV to 15% at 100

GeV

FFnergy dependent error linearly increasing with logk, from 5.0% at 10 GeV to 10% at

100 GeV

‘Energy dependent error linearly increasing with logFk, from 5.0% at 10 GeV to 10% at

100 GeV
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Table A2. Systematic errors in neutrino flux (2)

(common to SK-T and SK-1)

0(%)  Bestfit
Horizontal/vertical <400 MeV e-like 0.3 0.1
ulike 0.3 0.1
> 400 MeV e—like 1.2 0.5
ulike 1.2 0.5
Multi-GeV e—like 2.8 1.1
ulike 1.9 0.8
PC 1.4 0.6
Sub-GeV multi-ring y 1.5 0.6
Multi-GeV multi—ring u 1.3 0.5
K/mratio 20" 2.7
I, (production height) 10 1.1
Energy spectrum 0.05° 0.045
Sample—hy—sample FC Multi—GeV 5.0° -7.3
PC+ upward stopping M 5.0 -5.8

"20% uncertainty in K/p ratio in hadranic interaction in the atmosphere.

"10% uncertainty in the atmospheric density structure.

‘0.05 uncertainty in the spectral index of the primary cosmic ray above 100 GeV.
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Table A3. Systematic errors in neutrino interaction

(common to SK-T and SK-1I)

o0 (%) Best—fit

M, in quasi—elastic and single—T1t 10° 3.4
Quasi—elastic scattering (model dependence) 1.0 -0.8
Quasi—elastic scattering (cross—section) 10 94
Single—meson production (cross—section) 10 -3.1
Multi—Tt production (model dependence) 1.0° 1.46
Multi—Tt production (cross—section) 5.0 -1.6
Coherent T production 30 1.0
NC/CC ratio 20 -7.8
Nuclear effect in '°0 30° -6.9
Energy spectrum of pions 1.0° 0.36
Charged current v; interaction 30" 1.7
Hadron simulation 1.0" -0.25

10% uncertainty in the axial vector mass, M4 value.

"Difference from the model, S.K.Singh and E.Oset, is set to 1.0.

‘Difference from the madel, A.Badek and UU.K.Yang, is set to 1.0

B0% uncertainty in the mean free path of hadron in the "0 nucleus.

Difference in the predicted pion energy spectrum by two interaction models (Neut and
Nuance) was taken.

30% uncertainty assumed for the CC vy interaction cross—section.

"Difference from Flika model
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Table A4. Systematic errors in event section

(For only SK-T)

0(%)  Bestfit

FC reduction 0.2 0.0
PC reduction 2.6 1.0
Detection efficiency upward stopping U 1.3 0.0
upward through—going U 0.5 0.0

FC/PC separation 0.9 -0.4
Non-v BG Sub-GeV e-like 0.4 0.0
ulike 0.1 0.0

Multi-GeV e—like 0.2 0.0

ulike 0.1 0.0

PC 0.2 0.0

Upward stopping/through—going { separation 0.4 0.0
Relative normalization of PC stop/through 9.6 4.7
BG subtraction of upward through—going W 3.0 -0.2
BG subtraction of upward stopping (U 17 4.6
Non—V. contamination in multi—-GeV single—-ring e 14 -0.6
Non—-v. contamination in multi—-GeV multi—ring e 20 -2.8
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Table Ah. Systematic errors in event reconstruction

(For only SK-T)

0(%)  Bestfit
Ring separation <400 MeV e—like 6.3 3.2
ulike 2.4 1.2
> 400 MeV e—like 3.4 1.7
ulike 1.3 0.7
Multi-GeV e—like 15.9 8.1
ulike 6.2 3.2
Sub—GeV multi—ring (¢ -3.7 -1.9
Multi—-GeV multi-ring ¢ -7.2 -3.7
Particle identification Sub-GeV e-like -0.6 0.1
ulike 0.6 -0.1
Multi-GeV e—like -0.4 0.1
ulike 0.4 -1.0
Sub-GeV multi-ring y 3.4 0.3
Multi-GeV multi—ring u 4.7 0.4
Energy calibration for FC event 2.0 -0.2
Energy cut of upward stopping | 1.1 -0.2
Up/down symmetry of energy calibration 0.6 0.0
Normalization of multi—-GeV single—ring e 10 -0.05
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Table A6. Systematic errors in event section

(For only SK-1I}

o (%) Best—fit

FC reduction 0.2 0.0
PC reduction 2.6 -1.9

Detection efficiency upward stopping U 1.9 0.1

upward through—going U 0.9 0.0

FC/PC separation 0.9 0.2
Non-v BG Sub-GeV e-like 0.4 0.0
ulike 0.1 0.0

Multi-GeV e—like 0.2 0.0

ulike 0.1 0.0

PC 0.2 0.0

Upward stopping/through—going { separation 0.3 0.0
Relative normalization of PC stop/through 9.6 13.8

BG subtraction of upward through—going W 3.0 1.1
BG subtraction of upward stopping (U 17 -11.4
Non—V. contamination in multi—-GeV single—-ring e 14 0.4
Non—V. contamination in multi—-GeV multi—-ring e 20 -1.8
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Table A7. Systematic errors in event reconstruction

(For only SK-1I}

0(%)  Bestfit
Ring separation <400 MeV e—like 7.3 0.4
ulike 2.5 0.1
> 400 MeV e—like 3.0 0.1
ulike 1.2 0.1
Multi-GeV e—like 7.4 0.4
ulike 2.6 0.1
Sub-GeV multi-ring y -3.3 -0.2
Multi-GeV multi—ring u -3.5 -0.2
Particle identification Sub-GeV e-like -0.9 0.0
ulike 0.9 0.0
Multi-GeV e—like -0.3 0.0
ulike 0.3 0.0
Sub—GeV multi—ring (¢ 16.8 10.2
Multi—-GeV multi-ring ¢ 6.7 4.1
Energy calibration for FC event 2.1 -2.0
Energy cut of upward stopping y 1.1 0.0
Up/down symmetry of energy calibration 0.5 -0.1
Normalization of multi—-GeV single—ring e 10 0.08
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Table A8. Systematic errors in solar activity

o0 (%) Bestfit

Solar activity (SK-T) 0.27 0.02
Solar activity (SK-1I) 0.5" 0.02

/-1 year of solar activity uncertainty was taken into account.
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A Measurement of v,—v, Oscillation Parameters
Using Atmospheric Neutrino Observed in Super
Kamiokande-l and Super Kamiokande-I|
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