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Abstract

A search for proton decay via p — e*n® was carried out with the data taken by the
Super—Kamiokande detector. The data used in this search corresponds to 535 days of data
taking, or an exposure of 32.9 kton-year. No candidate event is found with an 0.1 expected
background from atmospheric neutrino induced events. From this data, lower limit on the
partial lifetime of the proton, 7/B,_,.+50, is set to be 2.0 x 10*® years at a 90% confidence
level.
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1 Introduction

In the standard model of elementary particles and their interactions, protons have finite but
unobservably long lifetime [1]. This is a consequence of the baryon number (B) conservation
law which is just empirically introduced into the standard model. However, it is interesting
and suggestive that there is no known fundamental gauge symmetry which generates the
baryon number conservation such like the case of the electrical charge conservation which
is a consequence of U(1) local gauge symmetry of Lagrangian. Therefore, the validity of
baryon number conservation must be considered as an experimental question.

The expectation of the baryon number violation is partially supported by Sakharov’s
suggestion that the baryon number violation, C and CP violation, and thermal nonequilib-
rium state could produce matter-antimatter asymmetry in our universe [2]. Baryon number
violated interactions could have generated the net baryon number in the first instant after
the big bang.

In the standard model, three fundamental forces for electromagnetic, weak, and strong
interactions are generated by corresponding local gauge symmetries. This model is repre-
sented by a product of the separated symmetry groups as SU(3) ® SU(2) ® U(1). Since
1970’s, Grand Unified Theories (GUTs), which unify the three fundamental interactions and
describe them from larger gauge symmetries like SU(5), have been extensively developed.
Because leptons and quarks are often placed in same multiplets, most of GUTs allow baryon
number violated interactions. Therefore, the decay of the proton is one of the most dramatic
predictions of various GUT models [3, 4, 5, 6]. Because lifetime of proton largely depends
on the mass scale of the super heavy particles mediating the proton decay, predicted proton
lifetime has large uncertainty ranging from 103° to over 10%° years.

In past two decades, several large mass underground experiments have looked for proton
decays [7, 8,9, 10, 11, 12]. Typical detector mass scale was 1 kton corresponding to ~ 3 x 1032
protons and they covered the minimal SU(5) GUT prediction of ~ 10%° years proton lifetime.
However, no clear evidence has been reported and only lower limit of proton lifetime was
obtained. For the decay mode of p — e*7?, stringent limit has been set as 8.5 x 1032 years
at 90% confidence level (CL) [7]. Currently, proton decays as a consequence of the minimal
SU(5) GUT model is considered to be ruled out. However, there are many GUT models
which predict longer proton lifetime compatible with these experimental results.

Super—Kamiokande experiment, which utilizes large fiducial volume mass of 22.5 kton
corresponding to 7.5 x 103 protons, has started its operation on April first of 1996. Thanks
to the huge volume, this detector has a capability to investigate proton decays with long
lifetime above the current experimental limits. Moreover, the large photo coverage area
enables us to perform the precise measurement of physical quantities of events. In general,
GUTs predict many modes of proton decay. In many models, the p — e*7® mode is dominant
and there are several GUTs which predict a decay rate within the observable range of Super—
Kamiokande (see, for example [13, 14, 15]). This decay mode has a characteristic event
signature, in which the electromagnetic shower caused by the positron is balanced against
the two showers caused by the gamma rays from the decay of the 7°. This signature enables
us to discriminate the signal events clearly from atmospheric neutrino background.
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In this thesis, I describe the results of proton decay search using p — e* 7 decay mode in
535 live-days, or 32.9 kton-year exposure of Super-Kamiokande data taken from May 1996
to April 1998. Beginning with physics backgrounds in section 2, the Super-Kamiokande
detector and simulation of proton decay, background neutrino interactions, and the detector
response are described in section 3 and 4. Event reduction and reconstruction algorithms
are explained in section 5 and 6. Energy calibration of the detector is studied in section
7. Final sample after applying reduction programs is shown in section 8 and proton decay
search is described in section 9. Finally, this thesis concludes in section 10.
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2 Physics Background

In this section, physics background for the proton decay search is described. Beginning with
the standard model which has been successfully supported by many experimental results,
some of GUT models which unify elementary particles and their fundamental interactions
are summarized. Interesting and dramatic prediction of the proton decay and its predicted
lifetime are presented.

2.1 Standard Model

The base of the standard model is quantum field theory incorporated with local gauge
symmetries. In the model, strong interactions are explained by quantum chromo dynamics
(QCD) with SU(3)¢ gauge symmetry, and electromagnetic and weak interactions are unified
by electro-weak theory described by SU(2), ® U(1)y gauge symmetry. This model locates
elementary particles in multiplets as following.

leptons : (Ve) (V“> (VT> (1, 2, -1)
€ /) \H /) \T /g
€r KR TR (1, 1, =2
(2-1)
U; C; tz 1
quarks : <d2> . <s;) ; (b;) . (3, 2, 3)
iR Cir lir (3, 1, 3
dir SiR bir 3, 1, —§)

Here, (d!, st,b})T = V (d;, si, b;)T where V is Cabibbo-Kobayashi-Maskawa mixing matrix. L
and R denote left-handed and right-handed chirality, respectively. The entry (Nsu(s), Nsu(2), Y)
shows the representations under SU(3) and SU(2) symmetries and weak hypercharge. The
suffix ¢ denotes colour indices (i = r, g, b) of SU(3)¢ symmetry and all quarks compose colour
triplets under the SU(3)¢. Left-handed fermions compose SU(2),, doublets and they have
weak-isospin Ty of (1/2,—1/2)". All right-handed fermions are singlets under SU(2)r. Each
fermion has weak-hypercharge Y relating to U(1)y gauge symmetry and the hypercharge is
assigned as Y = 2Q) — 275 where @ is electrical charge of the fermion. As is shown in Equa-
tion (2-1), right-handed neutrinos are missed in the standard model and neutrino masses
are assumed to be zero. Because leptons and quarks are located in separated multiplets in
Equation (2-1), transitions between leptons and quarks are essentially not allowed.

By requiring gauge symmetries, gauge bosons which mediate interactions are generated.
There are eight gauge bosons (gluons) which are generated by SU(3)c gauge symmetry. By
SU(2)r and U(1)y, generated are three gauge bosons (W', W2 W?3) and one boson (B),
respectively. W' and W2 are combined to form W+ and W~ which mediate charged current
weak interactions. W3 and B are also combined by Weinberg angle fy, and form Z° boson
and photon A.

Z° = W?cosfy — Bsinfy (2-2)
A = W3sinfy + B cos by
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Therefore, this model predicts neutral current weak interactions v + X — v + X' via Z°
boson exchange. This interaction was experimentally confirmed by [16]. Photon A mediates
electromagnetic interactions. Oy is a free parameter in the standard model and there are
relations:

e = gsinfy = ¢ cos Oy (2-3)

where g and ¢' are coupling constants relating to SU(2); and U(1l)y gauge symmetries,
respectively, and e is the electron charge.

Higgs field is introduced in the standard model so that W and Z° bosons obtain nonzero
masses by spontaneous symmetry breaking of SU(2);, ® U(1)y. These boson masses are
predicted as:

My = 59 (2-4)

1
M, = ivy/gz+g’2 (2-5)

where v is the vacuum expectation of the Higgs field. Because there is relations of 1/2v? =
g%/8M2, = Gp/\/2 where Gy is Fermi coupling constant (Gp = 1.17 x 107° GeV~2), v
is calculated as v = 246 GeV. Using sin? fy which can be obtained by measuring neutral
current processes, this model numerically predicts the My, and M. The W+ and Z° gauge
bosons were discovered in 1983 [17] with consistent masses. Moreover, by the discovery of
the top quark in 1994 [18], the confirmation of all fermions and gauge bosons in the standard
model are completed. The Higgs boson is a remaining particle to be found.

In spite of the great success of the standard model, it is unlikely that the model is ultimate
theory of elementary particle physics. One reason is that there are many free parameters
which values cannot be predicted by the model itself. Another arbitrariness is there in the
complicated assignment of the weak hypercharge Y to each fermion. There is no theoretical
reason for assigning the hypercharge values shown in Equation (2-1). Because of the relation
Y = 2Q — 2T}, the assignment of the electrical charge is also arbitrary. Therefore, this
model cannot explain the electrical charge quantization that the quark and lepton charges
are related by factor of three. Moreover, there are three independent coupling constants
relating to SU(3)¢, SU(2)L, and U(1)y and all of them are free parameters. This means
that each kind of interactions relating to these symmetries are largely independent from each
other. Also gravity is not included in the standard model.

2.2 Grand Unified Theories

The idea of GUT is that the strong, weak, and electromagnetic interactions are embedded in
a larger underlying gauge theory with a single gauge coupling constant g [5]. The separated
gauge symmetries and coupling constants in the standard model are considered to be the
results of spontaneous symmetry breaking of GUT symmetry at My, the energy scale of
GUT. In the high energy scale Q? > M%, all fermions would be very much alike and all
interactions are basically look similar. Fortunately, it is possible to estimate the Mx scale
by known Q? dependence of three coupling constants in the standard model. They seem to



2 PHYSICS BACKGROUND 5

meet at very high @Q? and then one finds very large GUT scale of Mx>10"* GeV. This very

large energy scale is also needed to suppress proton decay rate so that predicted decay rate
is consistent with experimental proton decay search results of 7, > 103 years.

2.2.1 SU(5) GUT

In 1974, Georgei and Glashow proposed a simple GUT model based on SU(5) gauge sym-
metry [4]. SU(5) group is minimum simple group which have subgroups of SU(3), SU(2),
and U(1). There are 24 generators in SU(5) group and they are Hermitian and traceless.
Fermions in each family are located in 5 and 10 representations of SU(5).

di
dj
Y= | ds (2-6)
o
0 us  —u§ —ul —d!
1 —u§ 0 ué¢  —u? —d?
Yo =—| u§ —-uf 0 —-ud - 2-7
10 2 1

V2 wouw? ud 0 —et
dt d? d? et 0

L
And the gauge boson field which transforms under SU(5) symmetry is:

R T R GRS
G? Gy - 7= G2 X2 Y?
V, = G3 G3 G - 7% X3 Y3 (2-8)
X Xo Xy W4 W
Yi Y, Ys woo -+ 3

The G; is related to eight gluons and suffixes are SU(3)¢ coulor. W=, W3, and B are gauge
bosons already appeared in the standard electroweak model (section 2.1). There are 12 new
gauge bosons X and Y which don’t appear in the standard model. They have electrical
charge of 4/3 (X) and 1/3 (V). These bosons have both colour and flavor and they mediate
the transition between quarks and leptons.

In this model, electrical charge is quantized. This is because the electrical charge operator
is a SU(5) generator and hence TrQ = 0 and the sum of electrical charges in each multiplet
is 0. In the case of 5 representation, Qg + Qg + Q4 + Q.— = 0. Therefore, there is the
relation between quark and lepton charges: Q.- = —3Q4. The factor three is the number
of colours.

The three coupling constants in the standard model are no longer independent from each
other because SU(3)c ® SU(2), ® U(1)y gauge group is unified to single group SU(5). For
example, SU(5) GUT predicts Weinberg angle 0y from a direct asymptotic calculation as
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sin? @y = 3/8 at the unification point. For a comparison with experiments, this value must
be converted to laboratory energies. However, this value is not so far from experimentally
measured value and this rough agreement is encouraging.

P

Figure 2-1: Examples for interactions via X and Y bosons exchange. B and L numbers are
violated but (B — L) is conserved.

Baryon (B) and lepton (L) number violated interactions are possible via X and Y bosons
exchange. However, (B — L) is conserved in the processes. Examples for interactions via X
and Y bosons exchange are shown in Figure 2-1. Because proton decays are also mediated
by the X and Y bosons, the decay rate is proportional to 1/M%. In the minimal SU(5)
model, the GUT mass scale is calculated to My = 2.07%} x 10'* GeV using the QCD scale
parameter of Ay = 150712° MeV. Favored decay mode is p — e*7® and calculated partial
lifetime is:

Tp/ Bpsetno = 3.7 x 102*07 years [19]. (2-9)

However, this prediction is inconsistent with experimental search results of 7,/B)_,c+0 >
8.5 x 103 years [7] and > 2.6 x 1032 years [10]. Therefore, proton decays as a consequence
of the minimal SU(5) GUT model is considered to be ruled out.

There is another difficulty in the minimal SU(5) GUT. Precise measurements of sin® 6y
by LEP and other accelerator experiments obtained the value of sin? @y (M) = 0.2315 +
0.0004 [20] while predicted value is sin? fy (M) = 0.210273:9937 [21]. Moreover, LEP precise
measurement showed that three coupling constants don’t get together at high energy region
[21, 22] as is shown in Figure 2-2—(a).

In spite of several attractive features of the minimal SU(5) GUT, it need extensions to
solve these inconsistency.

2.2.2 Extensions of SU(5) GUT
SO(10) GUT

One possible way to extend the SU(5) GUT model is to use larger symmetries. The
SO(10) symmetry is one of famous candidates. There are several advantages of GUT models
based on SO(10) symmetry.

The SO(10) GUT model which directly breaks to SU(3)¢ ® SU(2)r, ® U(1)y predicts
relatively short lifetime of protons and the prediction is not consistent with experimental
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Figure 2-2: Running coupling constants based on (a) minimal standard model and (b)
minimal SUSY model [22]. In the case of (a), grand unification doesn’t happen at high
energy scale. For the minimal SUSY model, three coupling constants meet together at

high energy scale. The SUSY energy scale is fitted by requiring crossing of these coupling
constants at a single point.
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results [23]. On the other hand, there are several ways for SO(10) symmetry to beak down
to SU(3)¢c @ SU(2), @ U(1)y by two steps [24].

SU(B)®U(1),

SU4)®@ SU(2), ® SU(2)g,
SUB)®@SU(2)y @ SU22)rU(1),
SUB)®SU12),U(1)U(1)

SO(10) — — SUB)c®@SU(2)L@U(1)y

(2-10)

One of advantages of SO(10) GUT models is that it can contain the left-right symmetry
which is missed in the standard electroweak model. Second advantage is that SO(10) model
has representations of 16 in which there is a room for right handed neutrinos missed in the
SU(5) model. SO(10) model that implements the seesaw mechanism [25] may explain the
neutrino masses and mixing. Moreover, the fermion unification into a single representation
of 16 is a attractive feature of the model.

SO(10) models predict sin®fy, consistent with experimental results and the running
coupling constants can meet at a single unification point [14, 15]. Among several intermediate
symmetries, SU(4) ® SU(2)r ® SU(2)g is very interesting because it contains the left-right
symmetry and predicts the observable partial lifetime of protons:

Tp/ By oo = 1.44 x 1032 1F0TEL0ELY veqrg [15, 26]. (2-11)

However, other intermediate symmetries are also allowed and predicted partial lifetime
of protons has large uncertainties ranging from ~ 10%? to ~ 10% years [14, 15].

Supersymmetric GUT

Particles Spin | SUSY Partners  Spin
qL quark 1/2 qL squark 0
qr quark 1/2 dr squark 0
I lepton 1/2 I slepton 0
lr lepton 1/2 Ig slepton 0
Hy, H, higgs 0 | H,H, higgsinos 1/2
g gluon 1 g gluino 1/2
v photon 1 5 photino  1/2
Z° 7 boson 1 7 zino 1/2
W%  Whboson 1 W+ wino 1/2

Table 2—-1: The particles and SUSY partners.

Implementing Supersymmetry (SUSY) [27] is another approach to make models consistent
with experimental measurements. SUSY is a symmetry between fermions and bosons and
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this requires that each fermion should have a boson partner with same mass and vise versa.
The particles and SUSY partners are listed in Table 2-1. Because there is no observation
of SUSY particles, SUSY should be broken at low energy. The breaking energy scale is
expected to be ~ 1 TeV.

For the minimal SUSY SU(5) GUT, it was shown that three coupling constants meet
together at high energy scale as is shown in Figure 2-2-(b). The unification scale is around
2 x 10 GeV which is higher than the prediction of non-SUSY SU(5) (section 2.2.1). The
predicted Weinberg angle is sin? éW(M z) = 0.233470:9931 which is consistent with experi-
mental data [21]. Due to the higher unification scale, predicted partial lifetime of protons
via p — e™7® mode becomes long as ~ 1034738 years [28, 29, 30] and theoretical lower limit
is calculated as:

Tp/ Bpsetno > 4.1 x 10°* years [28]. (2-12)

This lifetime prediction cannot be reached by this thesis. However, there are other SUSY
SU(5) models which predict observable partial lifetime of p — e* 7% mode (see, for example
[13]). On the other hand, minimal SUSY GUT favors the decay mode of p — UK. The
predicted partial lifetime has a large uncertainty and varies from the order of 10% to 1033
years within the observable range of Super-Kamiokande. Therefore, minimal SUSY SU(5)
model can be tested by searching for the proton decay via p — 7K™ [31].
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3 Detector

3.1 Cherenkov light

In the Super-Kamiokande experiment, events are observed by detecting Cherenkov photons
which are emitted by charged particles traversing in the detector water. The Cherenkov light,
originally discovered by Cherenkov in 1934, was explained theoretically and quantitatively
by Tamm and Frank [32]. The Cherenkov light is electromagnetic wave which is emitted
along a charged particle traversing in a medium with a velocity faster than the light velocity
in the medium as:

uzg (3-1)

where v is a velocity of the charged particle, n is a refractive index of the medium and c is
the light velocity in vacuum. The light is emitted in the forward direction of the traveling
particle with an opening angle 6 as:

cost) = (3-2)

nf3
where 8 is v/c. The light trajectories form cone plane as shown in Figure 3—-1. The light
spectrum are known to have wavelength dependence and the number of the emitted photons
dN in unit wavelength d\ and in unit track dz is:

42N 11
=2 -
doay = 2l

B 3 &
where « is the fine structure constant. For example, if a charged particle is traveling in
water (n ~ 1.34) with the light velocity (3 ~ 1), Cherenkov photons are emitted along the
particle with opening angle # ~ 42° and the number of the photons is roughly 340 cm~" for
the wavelength of 300 nm to 600 nm. The light cone makes circular projective pattern on
a surface plane in the detector. An example of a simulated event pattern which should be
detected in Super-Kamiokande is shown in Figure 3-2. The ring image produced by 500
MeV /c muon is clearly seen in the figure.

Figure 3-1: Cherenkov photons (thin arrows) are emitted along the charged particle (thick
arrow) with an opening angle of 6 = cos~!(1/n3) in water.
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Figure 3-2: event display of a simulated 500 MeV/c muon. Small circles show each pho-
tomultiplier which detect photon(s). The projective ring image is seen on photomultiplier
plane.
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3.2 Super—Kamiokande detector

Super—Kamiokande is a large underground water Cherenkov detector which is located in
the Mozumi zinc mine at 2700 meters-water-equivalent below the peak of Mt. Ikenoyama
in Kamioka, Gifu prefecture, Japan. The experiment site is accessible by a 2 km drive
from Atotsu entrance. Schematic view of the experiment site and the detector is shown
in Figure 3-3. The detector holds 50 ktons of ultra-pure water contained in a cylindrical
stainless steel tank measuring 41.4 m in height and 39.3 m in diameter. The water is optically
separated into three concentric cylindrical regions.

._‘\. ,..-"__‘/I JeadtCh

Figure 3-3: Super-Kamiokande detector and experiment site.

The inner region is 36.2 m in height and 33.8 m in diameter and is viewed by 11146, inward
facing, 50 cm diameter photomultiplier tubes (PMTs). These PMTs uniformly surround the
region giving a photocathode coverage of 40%. They were specially developed to have good
single photoelectron (p.e.) response and a time resolution of 2.8 ns RMS for 1 p.e. equivalent
signals [33]. The PMT signals are digitized asynchronously by a custom built data acquisition
system [34, 35] which can process two successive signals, enabling us to detect the electron
from the decay of a muon.
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The outer region completely surrounds the inner detector. It is 1.95 ~ 2.2 m thick, and
is viewed by 1885 outward pointing 20 cm diameter PMTs with 60 cm square wavelength
shifter plates [36]. The walls of the outer detector are lined with DuPont Tyvek, a white
reflective material to increase the number of Cherenkov photons detected. The primary
function of the outer detector is to veto cosmic ray muons and to help identify contained
events.

The middle region (dead space) is an uninstrumented, 0.55 m thick cylindrical shell
between the inner and outer detectors. It is occupied by the stainless steel support structure
as well as water. The border with the inner detector is lined with opaque black plastic and
the border with the outer detector, by opaque black low density polyethylene bonded to
the reflective Tyvec. Along with the outer detector the dead space acts as a shield against
radioactivity from the surrounding rock.

z
Ty
L

2

/[

D

Figure 3-4: The detector coordinate.

The detector coordinate is defined as Figure 3—-4. A vertical axis is a z-axis and horizontal
axes are x- and y-axes. At center position of the detector, (z,y, z) = (0,0, 0).

3.2.1 Photomultiplier

We use 50 cm (20 inch) diameter PMTs which was originally developed by HAMAMATSU
Photonics Company and Kamiokande collaborators for Kamiokande experiment. The large
photocathode area is essential to have large photocoverage area in reasonable cost. A
schematic view of the PMT is shown in Figure 3-5 and its characteristics are summarized
in Table 3-1.

The photocathode area is coated by Bialkali material. The quantum efficiency as a
function of the light wavelength is shown in Figure 3-6. The efficiency has a peak around
400 nm which matches the wavelength dependence of the light attenuation length in water
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Figure 3-5: A schematic view of the 20 inch PMT.

Photocathode area
Shape

Window material
Photocathode material
Dinodes

Pressure tolerance
Quantum efficiency
Gain

Dark current

Dark pulse rate
Cathode non-uniformity
Anode non-uniformity
Transit time

Transit time spread

50 cm (20 inch) in diameter
Hemispherical

Pyrex glass (4 ~ bmm)
Bialkali

Venetian blind type, 11 stages
6 kg/cm? water proof

20% at A = 400 nm

107 at ~ 2000 Volt

200 nA at gain= 107

~ 3 kHz at gain= 107

< 10%

< 40%

90 nsec typical at gain= 107
2.8 nsec RMS at 1 p.e. equivalent signals

Table 3—1: The characteristics of the 20 inch PMT.
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Figure 3-6: The quantum efficiency of the 20 inch PMT as a function of wavelength.
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Figure 3-7: The one photo-electron distribution of the 20 inch PMT.
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(see Figure 4-23). Due to the large photocathode area, the dinode is of Venetian blind type.
For Super-Kamiokande experiment, optimization of the dinode structure were performed.
The number of dinode planes, 11 stages for which the ratio of applied voltage is 8 : 3: 1:

: 1, is selected to obtain the good timing response and collection efficiency. Figure 3-7
shows the measured 1 p.e. distribution. A clear peak of 1 p.e. is seen in the figure. The
lower tail is due to the photoelectrons which don’t hit and pass through the first dinode
plane. The water proof structure is also improved from the old Kamiokande type. We need
to keep the geo-magnetic field less than 100 mG to obtain the uniform response of the PMT.
Compensation coils are used in the Super—-Kamiokande detector and the residual is kept less
than 100 mG in every position of the detector.

3.2.2 Water Purification System

< e
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Figure 3-8: The water purification system for the Super-Kamiokande detector.

The source of the water filled in the Super—-Kamiokande detector is the clean spring
water flowing in the mine. The detector is implemented the water purification system and
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the water system makes ultra-pure water from the source water. Usually, the water system
supplies the ultra-pure water from the bottom of the tank and takes it from the top of the
tank. The system comprises several components as is shown in Figure 3-8.

e 1 um filter rejects small particles.

e Heat exchanger heat exchanger is used to keep the water temperature which
is heated by PMTs and pumps. The water temperature is
kept at around 14°C.

e Jon exchanger removes metal ions.

e Ultra-Violet sterilizer  kills bacteria in the water.

e Vacuum degasifier removes gases such as the oxygen and radon gases.

e cartridge polisher high performance ion exchanger.

e Ultra filter removes small dust even of the order of 10 nm.

e Reverse osmosis The unfiltered water by the ultra filter is fed to the reverse

osmosis with the buffer tank. The reverse osmosis is the high
performance membrane which removes even organisms of the
order of 100 molecular weight. The output water is put back
to the main stream (Figure 3-8).

The ultra-pure water is usually circulated via the detector and water system at the flow
rate of 50 ~ 60 ton/hour.

3.2.3 Data Acquisition System

Inner Detector

The PMT signals are processed by TKO [37] ADC/TDC modules called Analog-Timing-
Module (ATM) [34]. The ATM has the functionality of ADC/TDC and records an amount of
charge and timing of each PMT signal. Figure 3-9 shows the schematic view of the analog
input block of the ATM. The PMT signal fed to the current splitter is divided into four
signals. One of them is fed to the discriminator and the threshold level for each channel is
set to be -1 mV which corresponds to 1/4 p.e.. When PMT signal is over the threshold level,
HITSUM signal with 200 ns width and 15 mV /channel height is asserted on the ATM front
panel to be used to generate the global trigger signal. At the same time, one of the splitted
signal A and B is hold by the QAC (Charge to Analog Converter ) [35] and TAC (Timing
to Analog Converter) [35] starts to integrate constant current. If global trigger is issued, the
information in TAC/QAC is digitized and stored in internal memories. Since the integration
of TAC is started by the PMT signal of each channel, the amount of the charge integrated
by the TAC is relevant to the hit timing of the signal. There are two TAC’s and QAC’s for
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Figure 3-9: A schematic view of the analog input block of the ATM. Only one channel is
shown in the figure. Dashed arrows show the PMT signal, its splitted signals and accumu-
lated TAC/QAC signals. Solid arrows show the logical signals which control the processing
of the analog signals.
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taken in Super—-Kamiokande every 30 minutes and used in the ADC/TDC conversion.
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each channel so that two successive event, like a muon and a following decay electron, can
be processed.

The ADC/TDC data are of 12 bits (4096). The ATM has ~ 450 pC dynamic range with
a resolution of 0.2 pC and ~ 1300 nsec dynamic range with a resolution of 0.4 ns. To keep
good accuracies of the timing and charge information, we use conversion tables rather than
the fitted linear functions to convert ADC and TDC counts to [pC] and [nsec], respectively.
The inaccuracies in the conversion by the tables is negligible.
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Figure 3-11: The data acquisition system for the inner detector. Arrows show the flow of
the inner detector data.

The room temperature dependence of ADC and TDC is less than 3 count/°C (0.6 pC/°C)
and 2 count/°C (0.8 ns/°C), respectively. Figure 3-10 shows an example of the room temper-
ature dependence of the ATM. These pedestal values of ADC and TDC have a linear depen-
dence on the room temperature. In order to correct for the temperature dependence of ADC
and TDC, the pedestal data are regularly taken every 30 minutes in Super—-Kamiokande and
the measured pedestal values are used to convert ADC and TDC counts in each period. The
room temperature is around 27 °C and is kept within £0.5°C in the electronics huts. The
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estimated inaccuracies coming from the temperature dependence is less than 0.3 pC and 0.4
ns for the charge and timing information.

Figure 3-11 shows the inner data acquisition system. There are in total 946 ATMs, and
ADC/TDC data are read separately by 8 on-line computers (SUN Classic) through 48 VME
memory modules called Super-Memory-Partner (SMP). The trigger data, which consist of
the event number, trigger timing, and trigger type and are recorded in the trigger module
called TRG, are also read by another server computer. These data collected by the server
computers are transferred to the on-line host computer (SUN sparc10) via the FDDI network
and merged to make complete events.

Outer Detector

Outer detector data are processed by a different electronics system. The signal of 8 inch
PMT is fed into QTC (Charge to Timing Converter) module which generates a rectangle
signal. This output signal has a width proportional to an amount of charge of the PMT signal
and is digitized by the LeCroy 1877 multi-hit TDC module. This TDC module records the
timing of the leading and trailing edge from which we know the timing and charge information
of the PMT signal. The dynamic range of the TDC is set to be 16 usec with the resolution
of 0.5 nsec. The TDC data are read via VME memory modules by a separate on-line server
computer and then transfered to the on-line host computer.

Trigger

The rectangle HITSUM signals from ATMs are summed up to generate grand HITSUM
signal. The HITSUM signals from QTCs are also summed up separately to make grand
HITSUM of the outer detector. These two grand HITSUM signals are used to generate
trigger signals for the Super-Kamiokande detector. There are two kinds of trigger signal
made by the inner detector. One is low energy trigger (LE trigger) which is generated by
requiring —320 mV grand HITSUM signals and another is high energy trigger (HE trigger)
which threshold level is —340 mV. The LE trigger corresponds to 29 hits of inner PMT's which
is equivalent to Cherenkov photons generated by 5.7 MeV electron. The trigger efficiency
for p — et 70 signal is 100 %. There is also outer detector trigger (OD trigger) generated by
the outer detector HITSUM signal. The threshold for the OD trigger corresponds to 19 hits
of outer PMTs.

These three types of trigger signal, LE trigger, HE trigger, and OD trigger, are fed into
TRG module as is shown in Figure 3—11. Once at least one of the trigger signals is asserted,
this TRG module records the trigger types (LE/HE/OD), the trigger timing with 20 nsec
accuracy, and the event number. Moreover, TRG generates the global trigger signal and 16
bits event number on its front panel which are distributed to whole electronics to trigger the
current event. The trigger data stored in the TRG module are read by a separate on-line
computer and sent to the on-line host computer to be merged with PMT data.

3.3 Detector Calibration

The methods of several detector calibration such as the PMT timing calibration, PMT gain
calibration, and water transparency measurements are described in this section.
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3.3.1 Timing Calibration

By the timing calibration of each channel, we need to measure following quantities for each
channel:

e time offset  coming from the transit time of the PMT itself and its cable (~ 70 m).

e time walk The timing information depends on the signal height or detected p.e.s.
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Figure 3-12: The timing calibration system.

For the timing calibration, we put a light source of the diffuser ball into the water tank
and make the source flash. Figure 3-12 shows the schematic view of the timing calibration
system. We use a nitrogen laser and variable attenuation filter. The light is guided by
an optical fiber to the diffuser ball in the detector. The width of the laser light is small
(~ 3 nsec) and the time jitter is small enough (~ 40.5 nsec). By the attenuation filter,
we can take timing data at various light intensities. The diffuser ball contains a TiO, tip
and LUDOX which is silica gel with 20 nm glass fragments. The reflective tip is located
at the center of the ball and reflected light is diffused by LUDOX. Figure 3-13 shows the
distribution of the measured timing and detected p.e.s of one 20 inch PMT. Points are data.
Blank circles show the averaged timing for each p.e. bin. The time walk is observed in the
figure. This charge dependence of the timing is called TQ-map and we make the TQ-map
for each channel. In physics analyses, the timing information of each channel is corrected
by its TQ-map. Error bars in the figure show the timing resolution. Figure 3-14 shows
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Figure 3-13: TQ-map, the timing distribution as a function of detected photo-electrons.
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Figure 3-14: The timing resolution of the 20 inch PMT.
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the measured timing resolution. The timing resolution is typically 2.8 nsec RMS for 1 p.e.
equivalent signals.

3.3.2 Relative Gain Calibration

We need to adjust the PMT gain to obtain the uniform response of the detector. Before
Super-Kamiokande started its operation, we performed the gain calibration with a light
source in order to determine the applied high voltage value of each 20 inch PMT. The
observed p.e.s in the PMTs are compared with those of neighboring PMTs and the applied
high voltage values are adjusted. After the start of the experiment, we regularly took
calibration data. Fine tuning of the PMT gain is performed in software analyses using
the calibration data.

UV filter ND filter
Xe Flash Lamp

Optical fiber

SK TANK

JyaYa) %

O 2 ©
O /1\<>
V) OO0 s e

g B e e

Figure 3-15: Xe calibration system.

Figure 3-15 shows the calibration system. We use a Xe lamp as a light source. The
light from the lamp passes through a UV-pass filter to adjust the wavelength for which the
scintillator ball can absorb. A ND filter is also used to adjust the light intensity. The output
light is guided by the optical fiber to the scintillator ball in the detector. The scintillator
ball is a spherical acrylic ball doped with a BBOT wavelength shifter and MgO diffuser.
BBOT absorbs the Xe light and re-emits light around 450 nm wavelength, which spectrum
is similar to that of Cherenkov light. The intensity of the Xe light is monitored by two photo
diodes and one scintillator equipped with a PMT.
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Before Super-Kamiokande started its operation, we took the 20 inch PMT data putting
the scintillator ball in the tank without water. The observed number of p.e.s by the 20 inch
PMTs are corrected for the distance, PMT acceptance, and Xe light intensity measured by
the monitoring system. By comparing the corrected p.e.s in PMTs with those of neighboring
PMTs, we determined the high voltage value for each PMT.
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Figure 3-16: The relative gain difference observed in the Xe calibration. After the experiment
started, we regularly took Xe data. Corrected number of p.e.s in each PMT, normalized to
the mean value, is compared with each other. The PMT gain difference is 7%.

After the detector was filled up with water, we regularly take the Xe data. In Figure
3-16, the observed p.e.s in each PMT, normalized to the mean value, are compared with
each other. Necessary corrections are performed in the comparison. From the figure, the
PMT gain difference is 7%. One of the sources of the PMT gain difference in Figure 3-16 is
the imperfect isotropy of the scintillator ball.

To investigate the PMT gain more precisely, we performed the Xe calibration by the
scintillator ball located at several positions with different ball directions. Observed p.e.s
in each PMT are corrected for the anisotropy of the scintillation light which is measured
separately. We make the table of the relative gain difference and this table is used for
correcting the observed p.e.s in physics analyses. The uniformity of the detector response in
physics analyses is studied in section 7.3.

3.3.3 Absolute Gain Calibration

In order to calibrate the absolute PMT gain, we utilize the gamma emission from thermal
neutron capture of Nickel. The energy of the gamma is so low (6 ~ 9 MeV) that the
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expected number of hit photons for each fired PMT is one. Therefore, we can measure 1 p.e.
distribution by this method.

Figure 3-17 shows the schematic view of the gamma ray source. We use 2°2Cf as a neutron
source. Emitted neutrons from the spontaneous fissions of 22Cf are decelerated by water to
be thermal neutrons. From the neutron capture of Ni, gamma-ray sources are produced.

Figure 3-18 shows the 1 p.e. distribution. Horizontal axis shows the observed charge in
unit of pico-Coulomb (pC). From this calibration, we determine the relation between p.e.
and pC as:

1 p.e. = 2.055 pC (3-4)

3.3.4 Attenuation Length Measurement I

We measure the light attenuation length in the detector water by the system of a laser and
a CCD camera. Figure 3-19 shows the measurement system. We use the nitrogen laser

Beam Splitter (50:50)

CC%:amera @ \

]

T e R L

D Integrating Sphere

<< laser box >>

Diffuser Ball I (i
\ \ 2inch PMT

DYE/ N2 laser

- - - Optical Fiber (70m)

Figure 3-19: Schematic view of the attenuation length measurement system.

with dye which can produce monochromatic light with 337, 365, 400, 420, 460, 500, and 580
nm wavelength. We put the diffuser ball into the tank which is connected with the laser
system by a optical fiber. Using the CCD camera on the top of the detector, we measure
the light intensity of the ball image at several distances. The intensity of the laser light is
also measured by the monitoring system.

Figure 3-20 shows the measured intensity by the CCD camera as a function of distance
between the camera and diffuser ball. The light intensity is normalized by that measured by
the monitoring system. The measured attenuation length from this figure is 97.9 m for 420
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Figure 3-20: Measured light intensity as a function of distance.
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Figure 3-21: The wavelength dependences of photon attenuation coefficient measured by

the laser system.
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nm wavelength. Figure 3-21 summarizes the measured attenuation coefficients at each light
wavelength.

3.3.5 Attenuation Length Measurement II

In Super-Kamiokande experiment, there are 2.7 Hz cosmic ray muon events. Using Cherenkov
photons from muons, we measure the attenuation length in the detector water. Moreover,
this analysis gives us the gain information of PMTs. The advantage of the muon analysis
is that we regularly obtain the attenuation length and PMT gain every data taking period
(~ 24 hours).

For this analysis, vertically through going muons are selected.

(a) 50000 < total number of p.e. < 125000

(b) entrance point (2'®,y™®, z'") is on the top wall and its r'® = |/(zi)2 + (y'")2 <
15.9 m.

(c) exit point (z°%, y°", 2°") is on the bottom wall and its r°"* = \/ (zout)2 + (yout)2 <
15.9 m.

(d) \/(xin — ZOut)2 4 (yin — gout)2 < 5.

Criterion (a) roughly corresponds to the muon track length of 25 m to 63 m. The distance
between the top and bottom wall is 39.2 m. This criterion also rejects energetic cosmic ray
muons causing hadronic interactions in the detector. By criteria (b) and (c), the entrance
and exit points are required on the top and bottom wall, respectively. Criterion (d) selects
vertically going muons.

Cherenkov
. photons

Figure 3-22: Schematic view of the
AN AN S, attenuation length measurement by
muons.

uonw
X
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Figure 3-22 shows the schematic view of this analysis. By the muon data, we obtain
the number of p.e.s detected by 20 inch PMTs located at each travel length [ of Cherenkov
photons. Therefore, we can check the travel length dependence of the number of Cherenkov
photons. The detected p.e.s q are corrected for the travel length [ and the PMT acceptance:

Qeorr = g X [ x % (3_5)

where f(O) is the PMT acceptance as a function of the incident angle and shown in Figure
6-9.

corrected
|_\
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100 | Q(l) =405 x exp(- To01m
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photon travel length (cm)

Figure 3-23: The travel length dependence of the corrected p.e.s. for muons. The line shows
the fitting result by exponential function. The measured attenuation length (slope) is 101
m and PMT gain (intersection) is 405 p.e.s for this run.

Figure 3-23 shows the travel length dependence of the corrected p.e.s georr- This distri-
bution is fitted by the exponential curve of

l
Qeorr() = G X exp(—z). (3-6)
where two fitting parameters of L and G are measured attenuation length and PMT gain,
respectively. For Figure 3-23, the attenuation length is L = 101 m and the PMT gain is
G = 405 p.e.s.

The stability of the attenuation length and PMT gain is discussed in section 7.2.
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4 Simulation

We have developed a detailed Monte Carlo simulation program to estimate the detection
efficiency of proton decays and the number of background events. Details of the simulation
of the proton decay and the atmospheric neutrino interactions are described below.

4.1 Proton Decay Simulation

The source of protons for the proton decay search is water (H,O) in the Super-Kamiokande
detector. A H,O molecule contains two free protons and eight bound protons. We assume
that the proton decay should occur in equal probability for these protons.

In case of the decay of a free proton, kinematics of two body decay p — e*7? is uniquely
calculated. The momentum of both the e™ and 7° is 459.43 MeV/c and one’s direction is
completely opposite to another’s.

In case of a proton decay in oxygen, decay kinematics are different from the free proton
due to Fermi motion of the proton, nuclear binding energy in oxygen, and nuclear effect for
7%, We use the Fermi momentum measured by electron scattering on '>C [38]. The Fermi
momentum for S-state and P-state are shown in Figure 4-1. The calculated kinematics

70 | T T T T L) T
L 'I L] T L l T
r | 5° ‘
o 1 = | 1
v 20+ -1 2 50 ]
vt Exp. data 2 1
p3 - - :
s + } Eg=12-21Mev | T 40 Exp. date -
o } . = | Eg=30-42 MeV
— } - 30» =
_ 101 - <
x | e ~a 20 -
~a | 105 0
ot X 4
- 10.,_ —
0 PO TR TR T [ SRNNY SR NUNN SN N S T | W T S S | SR W 1 4
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Figure 4-1: Fermi momentum distributions for P-state (left figure) and S-state (right figure).
The points show experimental data measured by electron scattering on 2C [38] and solid
lines show theoretical calculation [38]. We use the calculated distributions in proton decay

simulation.

of secondary particles in center of mass system are Lorentz boosted by the initial Fermi
momentum. The nuclear binding energy is taken into account by modifying the proton mass
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as MI') = M, — E;, where MI') is the modified proton mass, M, is the rest mass of a proton,
and Fj, is nuclear biding energy. The value of Ej, is randomly selected for each simulated
event from the probability density function of Gaussian (u,0) = (39.0MeV, 10.2MeV) for
S-state and (u,0) = (15.5MeV, 3.82MeV) for P-state. Figure 4-2 shows the modified proton
mass in oxygen.
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Modified proton mass in *°0 (MeV/c?)

Figure 4-2: Modified proton mass in oxygen. The proton mass in oxygen is modified in
order to take into account the nuclear binding energy.

The relative position of a decaying proton in oxygen is calculated according to the Wood-

Saxon nuclear density
Z 1
R (1)
1+ exp( - )

where 1 is the distance from the center of the oxygen. We chose py = 0.48m3, a = 0.41 fm,
and ¢ = 2.69 fm for 0. This nuclear density distribution is shown in Figure 4-3.

The positron immediately escapes from %O nucleus into the detector water and in the
water is traced in the detector simulator (section 4.5). However, the 7° interacts in the
160 nucleus strongly and we need to trace the 7° in the nucleus. In the next section, the

simulation of pion-nucleus scattering is described.

4.2 Nuclear Effect

Pions in '*O nucleus often interact before leaving the nucleus and these interactions af-
fect what we would observe for the p — e*n" signals as well as for atmospheric neutrino
backgrounds. Therefore, pion interactions in nuclei are carefully simulated.
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Figure 4-3: Wood-Saxon nuclear density and Fermi surface momentum.

In our simulation of the nuclear effect, inelastic scatterings, charge exchange, and ab-
sorption are considered. Elastic scattering is neglected because pion’s angular distribution
relative to positron’s direction is predominantly determined by Fermi motion of initial pro-
ton. The cross section of each interaction is calculated by the model of Oset et al. [39].
In the cross section calculation, nuclear density in O nucleus is assumed to be the Wood-
Saxon form (Equation (4-1)). In order to decide the angular and momentum distribution of
the scattered pions, we use the results of the phase shift analysis using the results of 7—N
scattering experiment [40]. Pauli exclusion principle are taken into account by requiring the
momentum of final state nucleon to be over Fermi surface momentum of

pr(r) = (rpp(r)} (+-2)
where p,(r) is nuclear density in °O nucleus. Fermi surface momentum distribution is shown
in Figure 4-3.

For the consistency check, several simulation results are compared with experimental
data. Figure 4-4 shows the differential cross sections of ®O(7™, 7T) scattering for the
simulation and experimental data.

With the 7™ beam and 6O target, total cross sections of inelastic scatterings '*O(n+, %),
charge exchange 'O(7*, 7= /7°), and absorption as a function of pion momentum are shown
in Figure 4-5. In the figure, calculation and data are compared. The calculated cross sections
using our simulation agree with the experimental data.
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Figure 4-4: Differential cross sections of O(7™,7T) for the simulation (histograms) and
experimental data (points). The data points are taken from [41].
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Figure 4-5: Cross sections of 774160 for inelastic scattering, charge exchange, and absorp-
tion. The calculated cross sections using our simulation (lines) are shown with experimental
data (points) taken from [42].
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Figure 4-6: Probability of 7% interactions in *O nucleus. Initial positions of 7° are randomly
selected according to the Wood-Saxon nuclear density.

The probability of 7 interactions in 0O nuclei is shown in Figure 4-6. In the figure,
initial positions of 7° are randomly selected according to the Wood-Saxon nuclear density.
From the figure, 50-60% of 7% from p — e*7® in oxygen interact before leaving the nucleus.
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4.3 Atmospheric Neutrino

Atmospheric neutrinos are decay products of secondary particles which are produced in
hadronic showers caused by primary cosmic rays high in the atmosphere. For the flux calcu-
lation, one needs to know the primary cosmic ray flux, hadron interaction, and atmospheric
structure. Moreover, one needs to take into account the geomagnetic cutoff effect for pri-
mary cosmic rays. Since the cutoff energy depends on the geomagnetic field of the Earth,
the atmospheric neutrino flux depends on magnetic latitude.

Among several author’s calculations of the atmospheric neutrinos, we adopt the flux of
Honda et al. [43] because they calculated the flux at Kamioka site and covered the range of
30 MeV to 3 TeV neutrino energy.

Figure 4-7 shows the primary cosmic ray fluxes. The chemical composition of the cosmic

)

Figure 4-7: The chemical composition
of the primary cosmic rays. Protons,
helium nuclei, and CNQO’s are shown
in the figure. Solid lines are fitting

Flux (m sec sr GeV
S

10 results for solar mid, dash lines for
solar min, and dotted lines for solar

107 max [43].

10°

10'4 N | | el ‘§J\“Au

10™ 10 10°

Kinetic Energy per Nucleon (GeV)

rays is ~ 95% protons, ~ 4.5% helium, and ~ 0.3% CNO nuclei for the energy above 2
GeV /nucleus. As shown in the figure, low energy fluxes below a few GeV are affected by
solar activity. Experimental uncertainty of the primary cosmic ray fluxes is ~ 20% [44].

Various calculated neutrino fluxes at the Super-Kamiokande site are shown in Figure 4—
8. The neutrinos with the energy around 1 GeV are relevant to the backgrounds of the
p — et search. The absolute flux uncertainty is estimated to be ~ 25%.
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Figure 4-8: The calculated atmospheric neutrino fluxes. The fluxes of Honda et al. [43] are
shown by solid lines (Honda). BGS are from [45], BN from [46], and LK from [47]. The
dotted lines are the results from the Honda’s calculation for high energy neutrinos without
the rigidity cutoff.

4.4 Neutrino Interaction

Atmospheric neutrinos passing through the Super—-Kamiokande detector interact with de-
tector water. In our simulation, following charged current (CC) interactions and neutral
current (NC) interactions are considered.

(a) CC quasi-elastic scattering v+ N — 1+ N’

(b) NC elastic scattering v+ N—>v+N

(c) CC single-pion production v+ N =1+ N'+71 (W < 1.4GeV/c?)

(d) NC single-pion production v+ N = v+ N'+7 (W < 1.4GeV/c?)

(e) CC multi-pion production v+N = [+N'+mr (m>2if 1.3 < W < 1.4GeV/c?)
(m > 1if 1.4GeV/c? < W)

(f) NC multi-pion production v+N s v+N'+mr (m>2if 1.3 < W < 1.4GeV/c?)
(m > 1if 1.4GeV/c2 < W)

(g) CC coherent pion production v+%0 — I* + 774160

(h) NC coherent pion production v+'0 — v 4 70410
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where v is a neutrino or an anti-neutrino, N and N’ are nucleons (protons or neutrons), [ is
a charged lepton, m is multiplicity of pions, and W is invariant mass of the hadronic system.
Each interaction is described in the following sections. Neutrino—electron scattering is safely
neglected due to small cross sections compared with those of neutrino—nucleon scattering.
Moreover, strange particle production, whose cross section is also very small, is neglected in
our simulation.

4.4.1 Quasi-Elastic Scatterings and Elastic Scatterings

For the neutrino-nucleon CC quasi-elastic scatterings, ¢* (¢, = p,(v) — p,(l), 4-momentum
transfer) dependence of weak hadronic current is expressed using form factors of nucleons;

. 5 m — lin F2 2
Jgadmn = oS Hc’l_L(N,) </YVF‘}'((]2) + 10, uq (:upQM:u ) V(q ) + ’YV/YSFA((]2)> u(N) (4_3)
N

where F}-(¢%) and F%(g?) are vector form factors, F4(¢?) is axial vector form factor, 6, is the
Cabibbo angle, My is a nucleon mass, and p, and p, are the anomalous magnetic moments
of the proton and neutron, respectively. The form factors of Fii(¢?), FZ(g?), and F4(¢?) are
expressed as following.

) = (1- ) (Ghe - i) (+-4)

r) = (1-44) (G4 - GH@)

1 14¢
GE(QZ) = ﬁa GX/[( 2) = Wa §=Mp—un—371,
(1—M—g) (1‘M—a>

Parameters in the form factors are determined from the experimental data [48]. Vector mass
My and axial vector mass M, are taken to be 0.84 GeV/c* and 1.01 GeV/c?, respectively.
Along with the weak lepton current, the cross sections for the quasi-elastic scattering are
calculated from Equation (4-3). Figure 4-9 and 4-10 show the calculated total cross sections
for v, +n — p~ +p and 7, + p — put + n, respectively, along with experimental data.

For the NC elastic scattering, we use the following relations according to [53].

o(vp —vp) = 0.153 x o(vn — €™ p) (4-5)
o(vp — vp) = 0.218 x o(vp — e'n) (4-6)
o(vn - vn) = 1.5x o(vp — vp) (4-7)
o(vn —on) = 1.0 x o(Up — vp) (4-8)
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Figure 4-9: Calculated total cross sections for v, +n — pu~ + p. Experimental data are also
shown for ANL [49], GGM [50], and Serpukov [51].
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Figure 4-10: Calculated total cross sections for 7, + p — p* + n. Experimental data are
also shown for GGM [52] and Serpukov [51].
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In case of a bound nucleon target, we take into account Fermi motion of a target nucleon.
Moreover, Pauli blocking effect is taken into account by requiring the final nucleon momen-
tum to be over Fermi surface momentum (250 MeV/¢). Figure 4-11 shows the calculated
total cross sections of each (quasi-)elastic scattering both for free protons (solid lines) and

bound nucleons (dashed lines).
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Figure 4-11: Calculated total cross sections for (quasi-)elastic scatterings. Solid lines show
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the free proton targets and dashed lines show the bound nucleon targets.

4.4.2 Single-Pion Productions

Single-pion production is simulated using the method by Rein and Sehgal [54]. In their

method, the single-pion production is mediated by baryon resonances as:
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resonance production v+ N —v/l+ N*
resonance decay N*—>7m+ N’

where N* is one of baryon resonances and N and N’ are nucleons. 18 baryon resonances
are considered in their method. Amplitude for each resonance production is calculated with
the weight of the probability of the resonance decays to one pion and one nucleon. In our
simulation, hadronic invariant mass W is restricted to be W < 1.4 GeV/c? in order to keep
consistency with multi-pion productions (see section 4.4.3).

The cross section for each single-pion production mode is calculated from these ampli-
tudes. Interference among these resonances is taken into account. The calculated cross
sections of the CC single-pion productions are shown in Figure 4-12, 4-13, and 4-14 with
experimental data. In the figures, the calculated cross sections agree well with the experi-
mental data. Calculated cross sections of each CC and NC single-pion production channel
are shown in Figure 4-15.
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Figure 4-12: Cross sections of CC single-pion production v,p — p~pr*. Calculation (solid
line) is shown with experimental data from ANL [55] and GGM [56].

To decide decay kinematics of the resonance A(1232), which is dominant resonance in
the region of W < 1.4 GeV/c, we also use Rein-Sehgal’s method. For the decay of other
resonances, the pion direction is assumed to be uniform in the resonance rest frame. Figure 4
16 shows the angular distribution of pions in the reaction of vp — = pr™ for our simulation
and experimental data [57].
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Figure 4-13: Cross sections of CC single-pion production v,n — p pr°. Calculation (solid

line) is shown with experimental data from ANL [55].
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Figure 4-14: Cross sections of CC single-pion production v,n — p nz*. Calculation (solid

line) is shown with experimental data from ANL [55].
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Figure 4-16: Angular distribution of pions from the A(1232) decay in the interaction vp —
p~prt. In Adler frame (rest frame of resonance), 6 is defined as opening angle between the
pion direction and (El — Eg) / |El — E2| where k; and ks are the momentum vector of the initial
and final lepton, respectively. The calculation (solid line) is shown along with experimental
data [57].

4.4.3 Multi-Pion Productions
The cross section of CC deep inelastic neutrino-nucleon scattering is expressed as:

dQO'V"7 GQM El/ 1 1
_ “riMnNBy ((1 —y+ 53/2 +C1)Fy(z,¢°) £y(1 - g+ Co)aby(a, 02)) (4-9)

dxdy s
' 7 4MyE,x 2E, 4E? 2MyE,x
M?
Gz = " AMyE,z

where z = —¢*/(2My(E, — E;)) is Bjorken scaling variable, y = (E, — E;)/E, is the
fractional energy transferred to the hadron system, My (M;) is nucleon (lepton) mass and
E,(E;) is initial neutrino (final lepton) energy. The nucleon structure functions F, and

xzF;, as a function of x and ¢?, are taken from the (I;)N+Fe scattering experiment [58].
By integrating Equation (4-9) with the constraint of W > 1.3 GeV/c?, where W is the
invariant mass of the hadronic system, we get the CC cross section of multi-pion production,

YN = u=N'mr (m > 1). In the integration in the region of 1.3GeV/c2 < W < 1.4GeV/c2,
the contribution from one pion productions (m = 1) is subtracted in order to keep consistency
with the single-pion productions described in section 4.4.2.

Using the measurement of charged pion multiplicity by the Fermilab 15-foot hydrogen
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bubble chamber experiment [59], we adopt the mean multiplicity of each pion to be
< ny >= 0.09 + 1.83InW? (4-10)

where < N+ >=< ny,- >=< nyo > is assumed. For an individual Monte Carlo event, the
pion multiplicity is determined using KNO (Koba-Nielsen-Olesen) scaling [60]. Figure 4-17
compares the calculated multiplicity from KNO scaling with experimental data [59].

1
-1
10 .
z Figure 4-17: KNO scaling for the
& v,p — p~ X process, together with the
1631 A data from BEBC experiment [59].
16° -
1 10 100
wi(Gev?)

We also adopt the forward-backward asymmetry of the produced pions in the hadronic
center of mass system [61]

nforwerd (.35 4+ 0.41InW?
nbackward () 5 4 0.09]n WV 2
where 'forward’ means the direction of the hadronic system in the laboratory frame.

For the NC multi-pion production, we adopt the following relations between CC cross
section and NC cross section which have been estimated from experimental data [62].

(4-11)

( 0.26, E, <3GeV

o(vN - vX) ! 0.96 2 0.04 E,—3
owvN = pu X) 26+ 0.04 X 3

\ 0.30, 6GeV < E,

3GeV < E, < 6GeV (4-12)

( 0.39, E, <3GeV
o(UN —-vX) ! 030 — 0.02 E,-3
o(PN — putX) 09 —UDe X 3

\ 0.37, 6GeV < E,

3GeV < E, < 6GeV (4-13)
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The calculated total cross sections of CC neutrino interactions and CC anti neutrino
interactions are shown in Figure 4-18 and 4-19, respectively, along with experimental data.
Here, total cross sections are calculated by summing up the cross sections of quasi-elastic
scatterings, single-pion productions, and multi-pion productions.
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Figure 4-18: The total cross section of CC neutrino interactions. Calculation (solid line) is
shown along with experimental data of BNL80 [63], BNL81 [64], GGM79 [65], GGMS81 [66],
SKAT79 [67], IHEP79 [68], IHEP96 [69], BEBCT79 [70], and ANL79 [71].

4.4.4 Coherent Pion Productions

In coherent neutrino-nucleus interactions, the nucleus recoils as whole, without any change of
charge or isospin. Because the transferred momentum is very small in the processes, angular
distributions of recoil leptons and produced pions have sharp peaks in the forward direction.
The cross sections for the coherent pion productions are expressed [73] as

do G%‘MN 2 1 M2
dedydll] A2B,(1 = ) —— (0T )2 (1 + 1) ()2t (4-14
dzdyd|t| I2 fx ( y) 167T(Utotal) 1+ )(Mi-l-Qz) e bs ( )
L Refw()
Imwa(O)

(4-15)

where f, = 0.93m,, A(= 16) is atomic number of oxygen, M, is the axial-vector mass,
b = 80GeV ™2, t is the square of 4-momentum transferred to the nucleus. Fps is the term for
taking into account the pion absorption in the nucleus. Calculated cross sections are shown
in Figure 4-20.
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Figure 4-19: The total cross section of CC anti-neutrino interactions. Calculation (solid
line) is shown along with experimental data of GGM79 [72], GGMS81 [66], IHEP79 [68], and
THEP96 [69].
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Figure 4-20: The cross sections of coherent pion productions.
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4.5 Detector Simulation

Simulated kinematics of proton decays and neutrino interactions are passed through a de-
tector simulation program. The detector simulation simulates the propagation of particles,
Cherenkov radiation, propagation of Cherenkov photons in the detector water, and the re-
sponse of the PMTs and ADC/TDC electronics. Based on the GEANT package [74], the

custom detector simulation program was developed for the Super-Kamiokande detector.

4.5.1 Photon Generation and Propagation

In this detector simulation, Cherenkov photons are generated according to Equation (3-2)
and (3-3). The photons propagate in the water with the group velocity ¢/n'(A) where n'(\)
is wavelength dependent, effective refractive index. Figure 4-21 shows the effective refractive
index in our simulation.
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Figure 4-21: The effective refractive index in water. The group velocity of light is ¢/n'(}\)
where n'(\) is the effective refractive index.

In the propagation of the photons in water, scattering and absorption processes are taken
into account in the simulation. For photons with short wavelength (A<450 nm), Rayleigh

scattering is a dominant interaction which is caused by small particles (r < A, r is radius
of a particle and ) is wavelength of photon) in water as well as by HoO molecule. The cross

section 1S written as )

d 6 —1
A e R (4-16)

dQ Mg +2
where € is permittivity of the particle, €; and €} are initial and final polarization vector of the
photon, respectively. The cross section has a power dependence of A™* and becomes large
at short wavelength. For longer wavelength (A>450 nm), an absorption by HoO molecule
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becomes the dominant process. The amplitude of the absorption as a function of a wave-
length are taken from experimental data. Moreover, Mie scattering, which has sharp peak
in forward direction, is considered in our simulation. This scattering is caused by relatively
large particle (r > \). Figure 4-22 shows the angular distribution of Rayleigh scattering
and Mie scattering. Figure 4-23 shows the wavelength dependence of attenuation coeffi-
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Figure 4-22: The angular distribution of Rayleigh and Mie scatterings.

cient of photons in our simulation compared with measurement results of the laser system
(section 3.3.4). In our simulation, the attenuation coefficients of the Rayleigh scattering
and Mie scattering are tuned to be consistent with the laser measurement. Moreover, these
parameters are confirmed by cosmic ray muon events (section 3.3.5).

When a photon arrives at black plastic sheet, reflection or absorption are simulated using
the measured probabilities shown in Figure 4-24.

On arriving at the PMT surface, some of photons are reflected according to the mea-
sured probability shown in Figure 4-25. For simulating PMT response in photon detection,
measured quantum efficiency shown in Figure 36 is used. Total amount of detected p.e.s
in each PMT is calculated by summing up the individual detected p.e. using measured one
p.e. distribution (Figure 3-7). For simulating timing resolution, timing information in each
PMT is smeared according to measured timing resolution as a function of detected p.e.s.
The measured timing resolution is already shown in Figure 3-14.
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Figure 4-23: The wavelength dependences of photon attenuation coefficient in our sim-
ulation (solid lines) are shown compared with measurement results by the laser system
(section 3.3.4).
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Figure 4-24: The reflection and absorption probability of light on black sheet. The vertical
direction corresponds to cosf = 1.
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Figure 4-25: The reflection probability of light on PMT surface. The vertical direction
corresponds to cosf = 1. Measured points are connected and used in our simulation.

4.5.2 Hadron Propagation

If a 70 escapes from %O nucleus or a 7° is generated by free proton interactions, it imme-
diately decays to two gammas (98.8% branching ratio). However, 7% have relatively long
lifetime and we need to simulate the pion propagation in water. We select CALOR, [75] pro-
gram for simulating hadronic interactions in water which well reproduces pion interactions
even in low energy (~ 1GeV) region. For much lower energy region (p, < 500 MeV/c), we
developed a custom hadron simulation program [40] which uses measured pion cross sec-
tions [76]. In the custom simulation program, we considered elastic scatterings, inelastic
scatterings, absorptions, and charge exchange.
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5 Event Selection

5.1 Reduction for Fully Contained Sample

Since its start of operation on 1st April 1996, the Super—-Kamiokande has been continuously
taking data except 10% down time due to detector calibrations, maintenances of the detector
and so on. The 90% live-time data are sent to physics analysis streams. The rate of trigger
we use in this analysis is about 10 Hz and about 800,000 events are recorded every day.
2.7 Hz are due to cosmic ray muons in which 2 Hz muons enter the inner detector. About
6 Hz are due to relatively low energy (a few MeV) events caused by radioactivity in the
detector water or gamma ray from surrounding PMTs and rocks. Remaining 1 Hz are due
to fake triggers caused by reflection of PMT signals or unwanted PMT signals following
highly energetic events (“after pulsing”).

Therefore, we should eliminate these backgrounds while accepting the possible proton
decay signals. What we are looking for are signal events which occur in the inner detector
and have about 1 GeV energy deposit. The reduction algorithms for this analysis select fully
contained events in which at least 30 MeV visible energy is observed in the inner detector and
no outer detector activity is seen. The selected events are called fully contained events which
are commonly used for the proton decay searches and the atmospheric neutrino analyses.

The reduction procedure consists of several reduction steps as shown in Figure 5-1.
Starting from the raw data of 800,000 events/day, four reduction software are applied to reject

800,000ev/day ¥
\ 1st reduction \
4,000ev/day v v
2nd reduction |
500ev/day v v
3rd reduction |
30ev/day v v
\ 4th reduction |
evidy — _— — [

[ scanl | [ scan2 |

v
(final sample )final sample MC)

fiducial volume cut
visible energy > 30MeV | :
A

Figure 5-1: The reduction flow for the fully contained sample. Event rates are shown on the
left side.
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most background events resulting in 17 remaining events per day. These remaining events
are scanned doubly by physicists using an interactive graphic event display to eliminate
most of the remaining backgrounds and check the data quality. After the scanning, further
scanning is done to check the scanning quality.

Event reconstructions (section 6) are performed for these events and finally, a fiducial
volume cut and a minimum energy cut are applied.

5.2 First Reduction

The first reduction algorithm comprises several simple criteria to eliminate most of the
background events. Criteria to select fully contained event candidates are:

(a) PE(300ns) > 200 p.e.
PE(300ns) is defined as the maximum of the total number of p.e. of the inner
detector in a sliding 300 nsec window.

and

(b) NHITA(800ns) < 50 or outer trigger bit is off
NHITA (800ns) is defined as the total number of fired PMT in the outer detector
in a fixed 800 nsec window.

(¢c) TIMDIF > 100 psec
TIMDIF is a time interval from the previous event.

In criterion (a), PE(300ns)=200 p.e. corresponds to lower momentum cut of 22 MeV/c
for electrons and 190 MeV /¢ for muons. Figure 5-2 shows the typical PE(300ns) distribution
for the raw data. As shown in the figure, the raw data consist of cosmic ray muons (hatched
region), low energy radioactivity events (peak around 60 p.e.), and electrons from the decay
of cosmic ray muons (peak around 500 p.e.). Lower peak of the hatched region is made by
cosmic ray muons passing through the outer detector (PE(300ns) is calculated with inner
PMTs). As explained below, the 60 p.e. peak is eliminated by the criterion (a) and the
cosmic ray muons are rejected by NHITA(800ns) cut (criterion (b)). The 500 p.e. peak is
rejected by the TIMDIF cut (criterion (c)).

By criterion (b), cosmic ray muons causing the outer detector activity are eliminated.
Figure 5-3 shows the NHITA(800ns) distribution for (a) raw data, (b) periodical trigger
events, and (c¢) Xe lamp events. The periodical trigger events are made by inputting trigger
signals every 6 sec. We check the random coincidence using these data. Figure 5-3—(b)
shows that the criterion (b) (and criterion (a) in the second reduction) are quite safe for
fully contained events. Figure 5-3—(c) shows the NHITA(800ns) distribution for Xe lamp
data. The light source was located at the center of the inner tank and total p.e. in each
event is around 370,000 p.e. corresponding to 40 GeV. This figure shows that the light shield
between the inner and the outer detector is good and the light leak from the inner to the
outer detector is negligible.
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Figure 5-2: PE(300ns) distribution for raw data. All data and cosmic ray muons (hatched
region) are shown. The muon sample is selected by requiring NHITA (800ns) > 25 which
corresponds to the rejection criterion (a) in the second reduction. The highest peak around
60 p.e. corresponds to low energy radioactivity events and another peak around 500 p.e.
corresponds to electrons from the decay of cosmic ray muons. The selection criterion (a) in
the first reduction is shown by arrow.

Criterion (c) eliminates the electron events from the decay of cosmic ray muons using the
time difference from the preceding events (TIMDIF). This criterion also eliminates fake trig-
ger events caused by reflection signals of PMT and “after pulsing” events following energetic
events. Figure 54 shows the TIMDIF distribution for the raw data. Nominal value of 10~}
sec corresponds to the trigger rate of 10 Hz. In short TIMDIF region, peaks around 10~°
sec and 10° sec correspond to reflection of PMT signals and “after pulsing” respectively.
Decay curve between 1079 sec and 107° sec is made by decay electrons from stopping cosmic
ray muons. Those unwanted events are eliminated by the TIMDIF cut (c).

Besides these criteria for fully contained events, there are separate criterion to select
electrons from the muon decay.

(a’) time interval from the primary fully contained event candidate is less than 30
jsec

These events are attached to the fully contained candidates as sub-events and never used
as primary contained events. They are analyzed only as decay electrons following primary
contained events. In the reconstruction step, further selection criteria (appendix A.5) are
applied to these sub-events to select pure decay electrons.

5.3 Second Reduction

The second reduction algorithm also comprises simple criteria to reject remaining back-
ground. Criteria for selecting fully contained events are:
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Figure 5-3: NHITA(800ns) distributions for (a) normal data, (b) periodical trigger data,
and (c¢) Xe lamp data. The cut criteria are shown by arrows for NHITA (800ns) < 50 (first
reduction) and NHITA(800ns) < 25 (second reduction).
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Figure 5—4: TIMDIF distribution for raw data. Events with TIMDIF > 10~* sec are selected
by the criterion (c).

(a) NHITA(800ns) < 25 or outer trigger bit is off or total number of p.e. in the
inner detector > 100,000 p.e.

(b) PEMAX/PE(300ns) < 0.5
PEMAX is defined as maximum number of p.e.s observed by one inner PMT.

The criterion (a) is similar to the criterion (b) in the first reduction but the threshold of
25 is more stringent. However the cut is still safe as shown in Figure 5-3. This eliminates
remaining cosmic ray muons. Criterion (b) rejects events in which majority of total p.e.
in the inner detector is observed in a single PMT. This rejects events which occurred very
close to an inner PMT or electrical noise events. Because the dynamic range of the ATM
ADC is 250 p.e., this criterion is effective only for low energy events with PE(300ns) < 500
p.e. corresponding to a visible energy of 55 MeV. Figure 5-5 shows the PEMAX/PE(300ns)
distribution for data after the first reduction.

5.4 Third Reduction

After the first and second reductions, remaining backgrounds are mostly noise events and
cosmic ray muons which have a small number of outer detector hits and pass the first
and second reductions. To eliminate these backgrounds, third reduction algorithms are
developed. This algorithms comprise several algorithms dedicated to specific backgrounds;
cosmic ray stopping muons, through going muons, noise events called flasher, and low energy
events. There are several cut conditions:

e through going muon cut.
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Figure 5-5: PEMAX/PE(300ns) distribution for data after the first reduction. The selection
criterion (b) in the second reduction is shown by the arrow.

stopping muon cut.

e veto counter cut.

e flasher event cut.

e low energy event cut.

e accidental coincidence event cut.

These backgrounds and cut conditions are explained in following sections.

5.4.1 Through Going Muon Cut

By the first and second reductions, most of cosmic ray muons are eliminated using the
outer detector information (NHITA(800ns) cut). Therefore, remaining cosmic ray muons
have only a small number of fired outer detector PMTs. To eliminate these muons keeping
high efficiency of saving the fully contained events, vertex and direction of the muons are
reconstructed and cut criteria using only the outer detector PMTs around the reconstructed
entrance and exit points are developed. The accidental coincidence hits are reduced by
restricting the outer detector PMTs used in the cuts.
Selection criteria for through going muons are:

(a) PEMAX > 230 p.e.
PEMAX is defined as the maximum number of p.e. in one inner PMT

and

(b) goodness of through going muon fit > 0.75
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and

(c) NHITA(entrance) > 9 or NHITA (exit) > 9
NHITA (entrance) (NHITA (exit)) is defined as the number of fired outer detector
PMTs in fixed 800 nsec window located within 8 m from the reconstructed
entrance (exit) position.

Those which satisfy all criteria are thrown away as through going muons. PMTs near the
exit point of a through going muon typically detect large photoelectron numbers, and the
signals are recorded as overflowed ADC counts (saturated PMTs). The fitter for through
going muons reconstructs the entrance and exit points of muons by finding the clustered
earliest hit PMTs and saturated PMTs, respectively. The goodness of through going muon
fitter is defined as:

1 1 (t; = T)?
legﬁ“ﬂﬁmwa (&)

o
where T is the entering time of the muon, ¢; is TOF subtracted time of the i-th PMT, and o;
is the time resolution of the i-th PMT. Typical goodness for a reconstructed through going
muon is 0.9. Figure 5-6 shows the NHITA (entrance/exit) distribution for periodical trigger
events. In the figure, entrance and exit points are randomly selected in the inner detector
surface. The criteria (c) is quite safe for accidental coincidence.
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Figure 5-6: NHITA (entrance) or NHITA (exit) distribution for periodical trigger events. Cut
conditions for through going muons (section 5.4.1) and stopping muons (section 5.4.2) are
shown by arrows.
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5.4.2 Stopping Muon Cut
Selection criteria for stopping muons are:

(a) clustered earliest hit PMTs (entrance point) is found by a stopping muon fitter
and

(b) NHITA (entrance) > 9
or
NHITA (entrance) > 4 and goodness of the stopping muon fitter > 0.5

Those which satisfy both criteria are thrown away as stopping muons. The fitter for stopping
muons reconstructs the entrance of muons by finding the clustered earliest hit PMTs. The
goodness is defined as Equation (5-1). Most of the fully contained events have small goodness
value (< 0.5). As shown in Figure 5-6, the NHITA (entrance) > 4 cut is still safe.

5.4.3 Veto Counter Cut

After these cosmic ray muon cuts, there are still some stopping cosmic ray muons with
clustered entrance points. Figure 5-7-(a) shows the X and Y vertex distribution for the
events reconstructed in the upper region of the detector (Z>1760 cm).

These clustered events in the Figure 5-7—(a) are cosmic ray muons which pass through
PMT cable bundles. These cable bundles cross the top part of the outer detector. It is found
that these bundles shield the emitted light from muons and cause the inefficiency of the outer
detector. To eliminate these muons, four plastic scintillation counters measuring 2 m x 2.5
m are placed on the top of the detector at Z = 2210 cm level as shown in Figure 5-7-(b).
Since April 12th, 1997, the installed veto counters have been used in the third reduction.
Event, in which one veto counter is fired and cross point of the reconstructed muon track
and Z = 2210 cm plane is within 4 m from the counter position, is eliminated as muons.
These muons are well eliminated as shown in Figure 5-7—(b).

5.4.4 Flasher Event Cut

After the cosmic ray muon cuts, most of the remaining backgrounds are noise events called
“flasher” which are caused by a discharge from a PMT. Once the bad PMT causing flasher
events is identified, high voltage power for the PMT is turned off. However there are still
many “flasher” events in the data. We use characteristics of the flasher to eliminate them.

One of characteristics is that some flasher events have long tail in timing distribution as
shown in Figure 5-8. To eliminate such kind of flashers, selection criteria for flasher events
are defined:

(a) NHIT(minimum) > 15
or
NHIT(minimum) > 10 and total number of hits in the inner detector < 800
NHIT(minimum) is defined as a minimum number of hits in 100 nsec width
sliding window between 1200 and 1700 nsec.
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Figure 5-7: X and Y vertex distribution for the fully contained data with Z > 1760 cm.
Outer circle shows the the inner detector wall and the inner circle shows the fiducial volume
(2 m from the wall). In figure (a), data before April 12th, 1997 are shown and four clustered
vertex are seen around cable bandles. Since April 12th, 1997, the installed scintillation
counters have been used in the reduction. In figure (b), data after April 12th, 1997 are
shown and the veto counter cut are applied. Four boxes show the veto counter located at Z
= 2210 cm, 400 cm above the top wall of the inner detector.
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Figure 5-8: Typical flasher event which have a tail in the time distribution. The time
distribution from 1200 to 1700 nsec are used to cut flasher events. Comparison should be
made with Figure 5-9.
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Figure 5-9: Typical fully contained event and its timing distribution. The time distribution
from 1200 to 1700 nsec are used to cut flasher events. Clearly no significant tail in the time
distribution is seen.
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As shown in the histogram in Figure 5-9, timing window from 1200 to 1700 nsec is off
timing from primary events and there are only few fired PMTs in the region for normal
events. Figure 5-10 shows the NHIT (minimum) distribution for the p — e*7® Monte Carlo
events. The flasher cut NHITA (minimum) > 15 or 10 is quit safe for the p — e™7° events.
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Figure 5-10: NHIT (minimum) distribution for p — e*7® Monte Carlo events. The flasher
cut NHITA (minimum) > 15 or 10 is quit safe for the p — e*7® events.

Another characteristic of flasher events is repeated event pattern corresponding to each
source PMT. For this purpose, eight types of flasher patterns are characterized and compared
with all data. This cut is only performed for the events with total number of fired PMTs
< 1000 which corresponds to low energy of ~ 180 MeV far away from the energy regions of
p — et 70 events.

In the fourth reduction, more general flasher cut using repeated event patterns is per-
formed.

5.4.5 Low Energy Event Cut

There are still low energy events which might be caused by radioactivities in the detector or
flashers. Minimum energy cut is applied to eliminate these remaining backgrounds.

(a) NHIT(50ns) < 50
NHIT(50ns) is the maximum number of hit PMTs in 50 nsec timing window
after subtracting TOF.

Those which satisfy the criterion are eliminated as low energy events. NHIT(50ns) = 50
corresponds to about visible energy of 9 MeV.
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5.4.6 Accidental Coincidence Event Cut

There are some low energy events which are followed by cosmic ray muons within the timing
window of the event. These accidental coincidence events are still remained in the reduction
stream because there are no on-timing outer detector activities and PE(300ns) are large due
to the muons. The cut criteria to eliminate these events are defined as:

(a) NHITA(off) > 19
NHITA (off) is the number of fired PMTs in the outer detector in a fixed 500
nsec off-timing window between 1300 and 1800 nsec.

(b) PE(off) > 5000 p.e.
PE(off) is defined as the total number of p.e.s of the inner detector in a fixed
500 nsec off-timing window between 1300 and 1800 nsec.

Those which satisfy the both criteria are eliminated as accidental coincidence events.

5.5 Fourth Reduction

After the third reduction, most of remaining backgrounds are flasher events. The flasher
events have typically many repeated, similar patterns. Therefore, in the forth reduction,
repeated events are eliminated as the flasher background.

To define the estimator to compare the event pattern, detector walls are divided into
about 200 x 200 cm square patches including 6~9 PMTs. The total number of p.e.s in each
patch is calculated (@Q;). In comparison of event A and B, the estimator of event pattern
matching is defined as:

Y- <QM>)QF-<Q">)

r = d (5'2)
NUQAOQB

where < () > is the average of (); and o¢ is the RMS deviation of () about < ) > and N is
the number of patches. The r takes a value close to unity when the event pattern of A and
B are very similar. If

r > 0.1608 x log;,((PETOT# + PETOT®)/2) + 0.1299, (5-3)

the event A satisfies the “match” condition against the event B where PETOT is the total
number of p.e.s. Figure 5-11 shows the maximum r distribution with the “match” condition
for (a) data after the third reduction, (b) atmospheric neutrino Monte Carlo, and (c) p —
etm% Monte Carlo.

Actually each event A is compared with other events B only when the following criterion

is satisfied.
PETOTA — PETOT®

\/PETOT* + PETOT"

< 5. (5-4)
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Figure 5-11: Distribution of maximum value of matching estimator r for (a) data after the
third reduction, (b) atmospheric neutrino Monte Carlo, and (c¢) p — e™7® Monte Carlo.
The “match” condition is defined as a function of total number of p.e.s. Those which have
maximum r ~ 1.0 in the figure (a) are flasher events.
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Total number of “match” events NZ,. . from the comparisons is used for discriminating the
flasher events. Figure 5-12 shows the Np,i distributions for (a) data, (b) atmospheric
neutrino Monte Carlo, and (¢) p — e™n® Monte Carlo. The threshold value for the Npyatch
is selected as a function of the maximum value of r for each event as shown in the figure.
The selection efficiency is 99.95% for the atmospheric neutrino Monte Carlo. For p — eT7®
signal, no events are rejected in the fourth reduction for 1000 generated events.

5.6 Event Scanning

After these four reduction programs are applied, remaining events are scanned independently
by two physicists using an interactive graphic event display. The scanners separate the fully
contained events and other backgrounds. Moreover, the scanners check the data quality at
the same time. If they find bad runs (or subruns), in which, for example, there are many
flasher events or many PMTs are in bad condition, these runs (subruns) are assigned as bad
runs (subruns) and eliminated from further analyses.

After the double scanning, further scanning is performed to check the scanning quality
of the double scanning and make final decision to identify fully contained events. Since the
result of event scanning is finally decided by the final scanner, scanning efficiency is checked
by comparing independent scanning results by two final scanners. In a part of data (1013
events), one scanner identifies 267 events in the fiducial volume as fully contained events.
On the other hand, another scanner identifies the 267 events and another event as fully
contained events. Additional one event is found to have visible energy less than 30 MeV.
Therefore, after minimum visible energy cut of 30 MeV, scanning efficiency is estimated to
be larger than 99% for fully contained events in the fiducial volume. For p — e*7" events in
the fiducial volume, the inefficiency of this reduction chains including scanning is estimated
to be < 0.1% from Monte Carlo samples.

Applying the fiducial volume cut and minimum visible energy cut of 30 MeV, we obtain
4474 tully contained events. Background contaminations from cosmic ray muons, flashers,
and radioactivities are negligible in the data sample. The characteristics of the fully con-
tained events are described in section 8.1. The background contaminations are discussed
again in the section 8.1.
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Figure 5-12: Total number of matched events and the maximum value of matching estimator
r for (a) data after the third reduction and (b) atmospheric neutrino Monte Carlo and (c)
p — e"m® Monte Carlo. Threshold of the number of matched events for the flasher cut is
defined as a function of the maximum value of r.
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6 Reconstruction

67

After applying reduction programs, we apply reconstruction algorithms to the fully contained
event sample. Here, we get physics measurements such as vertex positions, number of rings,
particle types, momentum vectors, and the number of decay electrons. The procedure of

these reconstructions is

Vertex Fitter
U

Ring Fitter
4

Particle Identification

N2
MS Vertex Fitter

4

Energy Reconstruction

U
Decay Electron Finding

Ring Number Correction

vertex position

number of rings

particle type, particle direction

vertex position, ring direction
(only for single-ring events)

particle momentum

the number of decay electrons

correction of the number of rings

We start from the vertex fitter program to obtain the vertex position of events. With the
knowledge of the vertex position, ring fitter positively identifies each ring. After that, particle
identification program identifies the particle type for each ring. Here, particle direction of
each ring is also reconstructed. For single-ring events, this particle type information is used
to reconstruct the vertex position in “MS vertex fitter”. Finally, momentum for each ring is
determined and decay electrons are identified. These reconstruction algorithms are explained
in the following sections (for details, see appendix A).
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6.1 Vertex Fitter

The reconstruction procedure starts from the vertex fitting. The vertex position is estimated
by finding the position at which the timing residual ((photon arrival time)—(time of flight))
distribution is most peaked. We take into account the track length of the particle and scat-
tered light as well as direct (non-scattered) light to calculate the time of flight of Cherenkov
photons. Because the number of rings has not yet estimated at this point, this vertex fitter
searches for the vertex position with single ring assumption. Details of the algorithm are
described in appendix A.1.

6.1.1 Performance of Vertex Fitter

The performance of the vertex fitter is investigated for p — e*7? events. Figure 6-1 shows
the distance between the reconstructed vertex position and true (generated) position for the
p — et7® Monte Carlo events. The vertex resolution is estimated to be 18 cm. The vertex
resolution for single-ring events is discussed in section 6.4.

68 %

35
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events

R L -:<:-:5§ Bl B <N =N H L1
0 10 20 30 40 50 60 70
distance between reconstructed and true vertex (cm)

Figure 6-1: The vertex resolution for the p — e™n® events. The distances between the
reconstructed vertex and true (generated) vertex are filled in the histogram. The events
in which 7% interacts in O nucleus are not filled in the histogram. The estimated vertex
resolution is 18 cm.

6.2 Ring Fitter

After reconstruction of the vertex position and one dominant ring direction, other possible
rings are looked for and probable rings are reconstructed in this ring fitter. Using the
reconstructed ring(s), we can reconstruct the total momentum and total invariant mass of
p — et events and those of atmospheric neutrino events.



6 RECONSTRUCTION 69

Starting from one ring reconstructed by the vertex fitter, a second ring is looked for by
using a known technic for a pattern recognition, Hough transformation [77]. If a probable
second ring is found and regarded as a true ring, the program goes back to look for a third
ring. This iteration is performed up to 4 times (fifth ring) until no more probable ring is
found. Details of the algorithm are described in appendix A.2.

6.2.1 Performance of Ring Fitter

- A ﬁﬁumr Komokondeg
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Figure 6-2: An example of the result of the ring fitting. A p — e*7® Monte Carlo event is
reconstructed by the vertex fitter and the ring fitter. The reconstructed Cherenkov rings are
drawn by three lines projected on the inner detector wall. The fitters fit well the positron
ring (left upper one) and two gamma rings (lower two). The four triangles in the figure
show the reconstructed vertex position. The left and right triangles indicate the height of
the vertex and other two indicate azimuthal angle coordinate of the vertex.

An example of the result of the ring fitting is shown in Figure 6-2. In the p — e 7°
event, the positron ring (left upper one) is well fitted by the vertex fitter and remaining two
gamma rings are also well reconstructed by the ring fitter. The distribution of the number
of reconstructed rings for the p — e™7% event sample is presented in section 9.1.

The performance of the ring fitter for single-ring events is also studied. Figure 6-3 shows
the efficiency of single-ring identification for quasi-elastic scattering events. The efficiency is
~ 96% for the momentum region of p < 1.33 GeV/c.
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Figure 6-3: The efficiency of single-ring identification for quasi-elastic scattering events.
Using atmospheric neutrino Monte Carlo, the fraction of (single-ring quasi-elastic
events)/(quasi-elastic events) is plotted as a function of momentum. The efficiency is ~ 96%
for the momentum region.

6.3 Particle Identification

The program “particle identification” determines the particle type of each ring using its
Cherenkov ring pattern and opening angle. Each ring is classified as a showering particle
(e*,v) or a nonshowering particle (u=,7%). The showering (nonshowering) particles are
sometimes called e-like (u-like). To identify the particle type, we start from “ring separation”
(appendix A.4.1) to get the observed p.e. distribution given by each ring. The examples of
the separated p.e. distributions are shown in Figure A-10 and A-11 for the p — et 7 event.
After the ring separation, the observed p.e.s are compared with expected p.e. distributions of
an electron particle and a muon particle. One of two particle types which better reproduces
the observed p.e. distribution is selected as a reconstructed particle type. Details of the
algorithm are described in appendix A.3.

6.3.1 Performance of Particle Identification

To check the performance of our particle identification, we use atmospheric neutrino Monte
Carlo events. Figure 6-4 shows the particle identification results for the atmospheric neu-
trino Monte Carlo events and data. In the figures, particle identification parameters P =
(\/— log Py (p) — \/— log Py (e)) are filled for single ring events with the visible energy below
1.33 GeV. Here, P;(e) and P;(u) are estimated probabilities for an electron assumption and
a muon assumption, respectively. If P > 0 (P < 0), the ring is identified as showering




6 RECONSTRUCTION 71

(nonshowering) type. Ignoring the relative normalization difference between e-like and u-
like events, the parameter distributions agree well between data and Monte Carlo. From the
Monte Carlo sample, misidentification probabilities are estimated to be 0.5 & 0.1% for CC
QE events of v, and 0.7 £ 0.1% for CC QE events of v,. Also, the particle identification
program was checked using a 1 kton water Cherenkov detector with e and p beams from the
12 GeV proton synchrotron at KEK [78].
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Figure 6-4: Particle identification parameter distributions for data and atmospheric neutrino
Monte Carlo. Single ring events with the visible energy below 1.33 GeV are filled in the
figures. Positive (negative) parameters correspond to e-like (u-like) events.

Moreover, cosmic ray stopping muon data and their decay electrons are used for inves-
tigating the particle identification performance. Figure 6-5 shows the particle identification
parameters for the stopping muons and their decay electrons in each divided exposure pe-
riod. These distributions are stable and also agree well with Monte Carlo. From the data,
the misidentification probabilities for stopping muons and decay electrons are 0.4 + 0.1%
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Figure 6-5: Particle identification parameter distributions for cosmic ray stopping muons
(shaded histograms) and their decay electrons (blank histograms). The bottom figure shows

Monte Carlo simulation.

In these investigations, we use only single ring events. However, the misidentification
probability differs between single ring and multi ring events due to overlapping rings. Using
a p — et Monte Carlo sample the multi-ring misidentification is estimated to be 2% as is

shown in Figure 9-3.

6.4 MS Vertex Fitter

The vertex position of multi-ring events are determined by the vertex fitter explained in
section 6.1 which uses mainly timing information to reconstruct the vertex position. On
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the other hand, the vertex position of single-ring events, which is also reconstructed by the
vertex fitter, is improved by the MS vertex fitter. This vertex fitter uses the Cherenkov ring
pattern information in addition to the timing information and improves the vertex resolution
in the longitudinal direction. The ring direction is also reconstructed again in the fitting.

MS vertex fitter uses the expected p.e. distribution like the particle identification. How-
ever, the Cherenkov opening angle, which is treated as a variable parameter and optimized in
the particle identification (appendix A.3), is fixed in MS vertex fitter. In calculating the ex-
pectation, a particle type which is determined by the particle identification and an estimated
momentum are used. The fitter selects a vertex position where expected p.e. distribution
most reproduces the observed distribution.

6.4.1 Performance of MS Vertex Fitter

Figure 6-6 shows the vertex resolution along the particle direction (Apos,,) for MS fitter
(MS-fit) compared with that for the initial vertex fitter (TDC-fit). Clearly, the vertex
resolution is improved by MS fitter.
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Figure 6-6: The vertex resolution along the particle direction for MS vertex fitter (MS-fit)
and initial vertex fitter (TDC-fit). Single ring events in atmospheric neutrino Monte Carlo
sample are used. The vertex resolutions are significantly improved by MS fitter.

The improved vertex resolution and angular resolution are shown in Figure 67 and 6-8,
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respectively. These resolutions are estimated from atmospheric neutrino Monte Carlo sample
with the visible energy below 1.33 GeV. The vertex resolution is 34 cm for e-like and 25 cm
for p-like events. The angular resolution is estimated to be 3.2° for e-like and 1.9° for u-like
events.

Figure 6-7: The vertex resolu-
tion after MS vertex fitter for
(a) e-like single ring events and
(b) p-like single ring events es-
timated from atmospheric neu-
trino Monte Carlo sample. Dis-
tances between true vertex po-
sitions and reconstructed vertex
positions (Apos) are filled in the
figures. Hatched regions show
o A\ 1. S N\ o 68% of the total events. The ver-
0 50 100 150 200 O 50 100 150 200  tex resolution is 34 cm for e-like

Apos(cm) Apos(cm) and 25 cm for p-like events.
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6.5 Momentum Reconstruction

The momentum is estimated from the total number of p.e.s detected within a 70° half opening
angle towards the reconstructed ring direction. For single ring events, observed p.e.s in each
PMT g, (i refers to a PMT number) are used. On the other hand, for multi ring events,
observed p.e.s given by each ring ¢;,, (n refers to a ring number) are used for each ring
momentum. The separated p.e.s g;,, are calculated from g¢; by “ring separation” described
in appendix A.4.2. The number of observed p.e.s is corrected for light attenuation in water,
PMT angular acceptance, and PMT coverage.

G T; 1
RTOT,, = constant x oG > gin % exp( Zn) X F{ervTy X €os @E,IYIT (6-1)
0; n <70° 2,M
where
G PMT gain parameter for the event sample which is deduced from cosmic

ray muon sample (see section 3.3.5). For momentum reconstruction of
data and Monte Carlo, G9? (deduced from through going muons of
data) and GMC (deduced from through going muons of Monte Carlo)
are used, respectively.

0; opening angle of the i-th PMT towards the n-th ring direction.

)
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Figure 6-8: The angular res-
olution after MS vertex fit-
ter for (a) e-like single ring
events and (b) p-like single ring
events estimated from atmo-
spheric neutrino Monte Carlo
\ sample. Opening angles between
true lepton directions and recon-

structed directions (Adir) are

\ filled in the figures. Hatched
\ regions show 68% of the total
S Lo events. The angular resolution

is 3.2° for e-like and 1.9° for p-

(a) e-like r (b) mu-like
150 c=3.2° 300 ,% o= 1.90
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Adir (degree) Adir (degree) like events.
Gin fractional p.e.s of the i-th PMT due to the n-th ring calculated by the
ring separation (appendix A.4.2). For single ring events, ¢;, = ¢;.
Tin travel length of emitted Cherenkov photons for the i-th PMT.
L attenuation length for the event sample (see section 3.3.5). For mo-

mentum reconstruction of data and Monte Carlo, L% (deduced from
through going muons of data) and LM® (deduced from through going
muons of Monte Carlo) are used, respectively.

FOINT)  effective cross section of a PMT as a function of the incident angle ©;,
(Figure 6-9).

The ratio of gain parameters corrects for the PMT gain difference between data and Monte
Carlo. This term also corrects for the time variation of the PMT gain observed in the
Super-Kamiokande detector (Figure 7-14). In the summation, there are correction terms
for attenuation length, PMT angular acceptance, and PMT coverage. To reject the effect
of possible decay electrons following the primary events, we only use observed p.e.s whose
timing information is within —50 to +250 nsec timing window from the peak of the timing
residual. This corrected number of p.e.s RTOT, is converted to the particle momentum
assuming the particle is an electron for e-like ring and a muon for p-like ring. Figure 6-10
shows the relation between RTOT and the momentum for electrons and muons. Due to
nonnegligible muon mass, the relation for muons deviates from a linear line.

6.5.1 Performance of Momentum Reconstruction

Figure 6-11 shows the momentum resolution for single ring electrons and muons. For single
ring events, the reconstructed momentum resolution is estimated to be £(2.5//P(GeV) +
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Figure 6-9: The effective cross section of the PMT as a function of incident angle ©. The
vertical direction corresponds to © = 0.
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Figure 6-10: The relation between RT'OT and the momentum for electrons and muons.
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0.5)% for electrons and ~ +3% for muons. However, the momentum resolution for multi
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Figure 6-11: The momentum resolution for single ring electrons and muons. The recon-

structed momentum resolution is estimated to be +(2.5/1/P(GeV)+0.5)% for electrons and
~ £3% for muons.

ring events is different from that for single ring events due to ring overlapping. Using the
p — et Monte Carlo events, the momentum resolution is estimated as shown in Figure 6—
12. The resolution for positrons and gammas are 6% and 14%, respectively. The averaged
resolution is £10% for each ring in the p — e™7? events.

The calibration of the absolute energy scale is important and described in section 7.

6.6 Decay Electron Finding

We identify decay electrons following the primary events to reject atmospheric neutrino
background but accept proton decay signal. The energy spectra of decay electrons are shown
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Figure 6-12: The momentum resolution for p — e™7® events. The fractional momentum
differences are filled for (a) positron rings and (b) gamma rings. The resolution for positrons
and gammas are 6% and 14%, respectively.

in Figure 7-8 and the mean energy is 37 MeV. Since the trigger threshold corresponds to
5.7 MeV electrons, most of decay electrons can be detected. Details of the decay electron
finding are described in appendix A.5.

To study the background contamination for muon decay detection, we collect about 32000
cosmic ray stopping muons with total p.e.s below 10000 p.e. (~ 1.5 GeV/c). No event has
more than one decay and therefore the contamination level is less than 1074

The analysis efficiency for detection of decay electrons is estimated to be 80% for u*
and 63% for u~ by a Monte Carlo study. The difference in these efficiencies is due to u~
capture on Q. This efficiency was confirmed to an accuracy of 1.5% using stopping cosmic
ray muons.

6.7 Ring Number Correction

Finally, ring number correction is performed. In this step, final ring momenta are checked
and in case of very low momentum, the ring is rejected as a fake ring. The rejection criteria
are defined as following.

(1&) F,< Ep
E 4 and Ep are visible energy of ring-A and ring-B, respectively.

(1b) 64_p < 30°
04_p is the opening angle between ring-A and ring-B directions.

(Ic) Escosfs p < 60 MeV
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The fractional visible energy of ring-A is smaller than 0.05.

(2b) E4 < 40 MeV

If the conditions 1an1bNlc are satisfied and/or 2aN2b are satisfied, the ring-A is discarded
as a fake ring. This ring number correction is performed only for more than 2 ring events.
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7 ENERGY CALIBRATION

7 Energy Calibration

The energy scale of the Super-Kamiokande detector is checked using several calibration

sources. The cosmic ray muons stopping in the detector are major calibration sources ranging

from ~200 MeV/c to few GeV/c. Another source is neutrino-induced 7° events which is used
0

by calibrating the invariant mass. These 7
search. There are also electrons from stopping cosmic ray muons and a

for the p — etn®
linear accelerator. In section 7.1, the method and results of these calibration are described.

The results of scale calibrations are summarized in section 7.1.6. In section 7.2, the time
variation of the energy scale are studied. Finally, uniformity of the energy scale in the

s are unique multi-ring sources which is important

detector are discussed.

7.1 Absolute Energy Scale Calibration

7.1.1 Cosmic Ray Stopping Muons - I

Stopping cosmic ray muons decay to electrons and many of these electrons are observed
as separate events. Reconstructing the vertex positions of both the muons and the decay
electrons, one can measure muon ranges in the detector. Because this range is an independent
measurement of muon energy, one can utilize it for calibrating the energy scale derived from
the number of p.e.’s (section 6.5) which is used in proton decay analysis. Figure 7-1 shows

the schematic view of this calibration method.

range = [X-YO

<l
|4
‘ii“-

decay electron

-

Figure 7-1: Schematic view of energy scale calibration using muon range. The muon traverses
the detector (solid line arrow) emitting Cherenkov light (dashed line arrow) and stops and

decays to the electron. Using muon vertex X and decay electron vertex Y, range could be

defined as | X — Y.
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Criteria for selecting cosmic ray muons for the calibration are:
a) 200 p.e. < total p.e..

b) one cluster of hit PMTs in the outer detector.

(

(

(c) entrance point is on top wall, cosf, > 0.94.

(d) one decay electron with time difference > 0.8 usec.
(

e) range > 7 m.

Criterion (a) corresponds to 190 MeV /¢ muon momentum. Criterion (b) requires an entrance
point of a muon in the outer detector. In criterion (c), cos @, is the zenith angle of a muon
and vertically down-going muons are selected. Criterion (d) surely selects muon events and
time difference > 0.8 usec ensures not to affect energy and track reconstruction of the muon
events. By reconstructing muon vertex X and decay electron vertex ?, a range of the muon
could be defined as |)? — }7| Resolutions of both the muon vertex and the decay electron
vertex are better than 50 cm. In Figure 7-2, horizontal axis shows the muon range | X — Y|
and vertical axis shows p,,/ \X — 17\ where p,, is the reconstructed muon momentum from the
number of p.e.’s. Figure 7-2—(a) and (b) show the distributions for the real data and Monte
Carlo events, respectively. These Monte Carlo events are generated using the reconstructed
vertex and momentum vectors of the muon data. Only flat distribution regions of the range
> 7 m are used in the calibration (criterion (e)).
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Figure 7-2: Range v.s. momentum/range distribution for stopping cosmic ray muons. Both

(a) data and (b) Monte Carlo are shown. Only muons with range > 7 m are used in the
calibration.
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For comparison of the data and the Monte Carlo, both samples are divided by the 5 m
step of the range from 10 m to 35 m and one 3 m step of the range from 7 m to 10 m,
resulting 6 bins. Figure 7-3 shows the averaged p,/|X — Y| in each range bin for the data
and the Monte Carlo. They agree within 2.5% level.
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Figure 7-3: Range v.s. averaged momentum/range for data and Monte Carlo. Figure (a)
shows the averaged momentum/range in each range bins for data (filled circles) and Monte
Carlo (empty circles). For comparison of the data and the Monte Carlo, both samples are
divided by the 5 m step of the range from 10 m to 35 m and one 3 m step of the range from
7 m to 10 m, resulting 6 bins. Figure (b) shows ratios of Monte Carlo to data. From the
comparison of the data and the Monte Carlo, the energy scale of data agrees with Monte
Carlo within 2.5% level.

7.1.2 Cosmic Ray Stopping Muons - I1

Another calibration method using stopping cosmic ray muons is to utilize half opening angle
of Cherenkov ring. The opening angle 6 of Cerenkov ring has dependence on the particle
velocity 3(= v/c) as cosf = 1/nf. Because |df/dp,| is large at low momentum p, region,
this calibration method is possible in the low momentum region of p, <500 MeV /c. Therefore

this calibration method is supplemental with the method using muon range (section 7.1.1).
Criteria for selecting cosmic ray muons for this calibration are:

(a) 200 < total p.e. < 1500.
(b) one cluster of hit PMTs in the outer detector.

(c) entrance point is on top wall, R < 14.9 m, cosf, > 0.9.
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(d) one decay electron with time difference > 0.8 usec.

Criterion (a) roughly corresponds to the muon momentum of 190 MeV/c to 380 MeV/c.
Criterion (b) requires an entrance point of a muon in the outer detector. Criterion (d)
surely selects muon events and also prevents decay electrons from affecting energy and track
reconstructions of the muon events. Cherenkov opening angle for each event is reconstructed
in particle identification algorithm (section A.3).

Figure 7-4 shows the reconstructed Cherenkov opening angle and reconstructed muon
momentum p, .. distributions for data and Monte Carlo. These Monte Carlo events are
generated using reconstructed vertex and momentum vectors of muon data. The momentum
dependence of the Cherenkov opening angle is seen both in the data and the Monte Carlo.
In Figure 7-5, the opening angle is transformed to expected muon momentum p, by the

relation cosf = 1/ng = /1 + m?/p3/n.
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Figure 7-4: Reconstructed Cherenkov angle and reconstructed momentum distributions for
stopping cosmic ray muons. Both (a) data and (b) Monte Carlo show clear momentum
dependence of the Cherenkov opening angle.

Because there are good agreements between p, . and py in Figure 7-5, we can compare
energy scale of the data with that of the Monte Carlo by comparing ratios of p,.. /py. Fig-
ure 7-6 shows the averaged p,../pp in each expected momentum bin for the data and the
Monte Carlo. They agree within 2.5% level.

7.1.3 Neutrino-Induced Neutral Pions

Invariant mass of a neutrino-induced 7° could be a calibration source of the absolute energy
scale. Because the reconstructed mass depends on the fitted vertex position and ring direc-
tion as well as absolute energy scale, this calibration checks the combined systematic error



7 ENERGY CALIBRATION 84

T 500 500 r

> r :
240 F @ 450 ()
E 400 |- 400 |

2 u u

& 350 350 [

e 5 g

(@] r r

2 300 | 300 |

T 250 | 250 |

[&] = C

g 200 200

0 n E

§ 150 |- 150 |-
&)1007\ I [ IR R L 1007\ [ R R I L

100 200 300 400 500 100 200 300 400 500

Expected momentum (MeV/c) Expected momentum (MeV/c)

Figure 7-5: Expected muon momentum derived from reconstructed Cherenkov angle and
reconstructed momentum distributions for stopping cosmic ray muons. Both (a) data and
(b) Monte Carlo are shown. The expected momentum py is derived using the opening angle

and the relation cos = 1/nf = 1/1 + m?/p3/n.
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from reconstructed Cherenkov angle for stopping cosmic ray muons. Figure (a) shows the
momentum ratios for data and Monte Carlo in each expected momentum bin. Figure (b)
shows the ratio of the data and the Monte Carlo.



7 ENERGY CALIBRATION 85

for the reconstructed mass. Because invariant mass of one combination of two e-like rings is
required to be consistent with 7% mass in the p — e* 7% search (section 9.1), this comparison
of data and Monte Carlo is important. In fully contained event sample (section 8), 7° events
are collected by following criteria.

(a) 2 rings.
(b) both e-like rings.
(c) mno decay electron.

By these criteria, we select 2-ring events caused by 2 vy-ray from 7° decay. Criterion (c)
rejects the contamination of 757% and p*7° events.

Figure 7-7 shows the reconstructed mass distribution for the selected data and atmo-
spheric neutrino Monte Carlo. Here reconstructed mass M is defined as M = \/EZ, — P2,
where Eoy = Y2, |Pi| and Pooy = | X2, 5i|. 7 is the momentum vector of i-th ring. Recon-
structed mass distributions are fitted by a combined function of f(z) = P14+ P2 x z+ P3 X
exp|[—(z — P4)%/2P5?] corresponding to a linear background and Gaussian distribution of
the 7° mass. The fitted mass peaks agree with each other within 3% level.

7.1.4 Electrons from Muon Decay

Electrons from the decay of stopping cosmic ray muons could be the relatively low energy
(~ 50 MeV) calibration sources which are almost uniformly distributed in the detector. The
positron spectrum from the decay of ut is precisely calculated by pure V — A theory as

ar G, AE m
= E?(3- —) E, <%
dE, ~ 1zn2 b3 mu)’ ¢="

where E,, m,, and Gy are positron energy, muon rest mass, and Fermi coupling constant.
In case of i, however, most of 1~ are bound in a %O orbit and the electron spectrum from
the decay of the bound p~ are distorted [79]. The calculated spectra for the u* decay and
bound y~ decay are shown in Figure 7-8. While the electron spectrum has higher energy
tail than the positron spectrum, the difference of mean energy is less than 1%.

Selection criteria for the decay electron events are:

(a) the number of hits in 50 ns window > 40.
(b) time interval from a stopping muon AT is 1.5usec < AT < 8.0usec.

(c)  the vertex is within fiducial volume.

Criterion (a) corresponds to ~ 8 MeV electron energy and reject ~ 6 MeV gamma rays from
p~ capture on the nucleon. Figure 7-9—(a) shows the reconstructed momentum distributions
for data and Monte Carlo. In the Monte Carlo, measured u*/u~ ratio of 1.37 [80] is used.
The mean values of the reconstructed momentum agree with each other within 2.2% level.
In Figure 7-9-(b), the momenta of the electrons of the data are multiplied by 0.978 and
compared with the Monte Carlo.



7 ENERGY CALIBRATION 86

80 i x'/ndf 3252 [ 23
; P1 4347 + 0.8333
70 | (a) P2 -0.5708E-02 + 0.4328E-02
i P3 48.14 + 5.275
! P4 145.0 + 1.427
60 | P5 13.14 + 1.136

50 |
40 |

30 |

20 |

10 |

0 50 100 150 200 250 300
invariant mass (MeV/cZ)

3 - x/ndf 4263 | 25

50 | P1 3421 + 2.268
i P2 -0.3043E-01 +  0.1149E-01

300 F (b) P3 2223 + 10.74
r P4 140.7 + 0.7170
r P5 17.48 + 0.7405

250

200
150 |

100 ¢

50 |

0 e e e e b e e b e e b e e
0 0 50 100 150 200 250 300
invariant mass (MeV/c?)

Figure 7-7: The invariant mass distributions for neutrino-induced 7° events. (a) data and
(b) atmospheric neutrino Monte Carlo. Events having two e-like ring with no decay electron
are filled in the figure. Reconstructed mass distributions are fitted by a combined function
of f(x) = P1+ P2 x x + P3 x exp|—(x — P4)?/2P5?]. The fitted peaks of invariant mass
P4 agree well with each other within 3% level.
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Figure 7-9: The reconstructed momentum distributions for decay electrons. Figure (a)
compares the data (filled circles) and Monte Carlo (histogram). The mean values of the re-
constructed momentum agree with each other within 2.2% level. In Figure (b), the momenta
of data are multiplied by 0.978 to ajust the mean value.
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7.1.5 Electrons from Linear Accelerator

For studying the detector response to electrons, a linear accelerator (LINAC) is located
near the detector. The LINAC [81] can produce mono-energetic electrons ranging from
5 MeV to 16 MeV which is suitable for studying solar neutrino events. For the proton
decay analysis, only 16 MeV data samples are used to calibrate absolute energy scale. The
accelerated electrons are injected vertically down-ward to the detector water from the endcap
of the beampipe at (x,y, z) = (1237cm,—70.7cm,1206cm). Single electron events are selected
and compared with Monte Carlo in Figure 7-10. The mean values of the reconstructed
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Figure 7-10: The reconstructed momentum distributions for electrons from LINAC. Data
(filled circles) and Monte Carlo (histogram) are shown.

momentum are 17.27 MeV /¢ (data) and 17.46 MeV/c (Monte Carlo) with an agreement of
1.1% level. The fitted peak values by Gaussian distribution are 17.25 MeV /¢ (data) and
17.22 MeV/c (Monte Carlo) with an agreement of 0.2% level. Therefore, the systematic
uncertainty of the energy scale from this calibration is 1.1%.

7.1.6 Summary of Scale Calibrations

In sections 7.1.1 to 7.1.5, several energy calibration sources and calibration results are de-
scribed. In all comparisons, the absolute energy scale of data agrees well with that of Monte
Carlo. Figure 7-11 summarizes the results of all calibrations.

As shown in the Figure, the energy scale of data is well reproduced by the Monte Carlo
in the momentum range from ~200 MeV/c to a few GeV/c. The uncertainty of the energy
scale is £3%.
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Figure 7-11: Summary of absolute energy scale calibrations. Horizontal axis shows the
momentum range of each calibration and vertical axis shows the scale difference between
data and Monte Carlo (MC—data/data).
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7.2 Detector Stability

The stability of a detector is important for a long term observation. In the Super—-Kamiokande
detector, several quantities are monitored periodically to check the detector stability.

The time variation of the dark rate of the inner PMTs are checked using several sampled
runs and shown in Figure 7-12. The dark rate is stable around 3.1 kHz and we don’t need

3

dark rate (kHz)
OFRLPNWMAMOIO NOWWOWO

»© TVIU>
No Z>aG
0O Z>a

Figure 7-12: The stability of the dark rate of the inner PMTs. It is stable around 3.1 kHz.

time dependent corrections for the variation.

The hit rate for each PMT is always checked and PMTs with abnormal hit rate are
assigned as bad channels. These bad channels comprise abnormal PMTs, broken ATM
channels and broken channels of high voltage power supplies. Figure 7-13 shows the time
variation of the number of bad channels. The number of bad channels, having increased
during 1996, is stable from 1997 at 110 ~ 120. ADC/TDC information of these selected bad
channels is not used in any event reconstructions and proper correction is performed for the
lost information.

Because the light attenuation length in the detector water directly affects the number of
p-e.s observed by PMTs, monitoring the attenuation length is important for the momentum
reconstruction. Also the PMT gain is crucial and we need to monitor the stability of the
gain. Using cosmic ray muons we monitor the time variations of both the attenuation length
and the gain (section 3.3.5). Figure 7-14 shows the time variation of the attenuation length
and the PMT gain derived from cosmic ray muons. The measured attenuation length varied
from 90 m to 120 m during the exposure period analyzed in this thesis. The PMT gain
has been increasing by 4% during the period. As described in section 6.5, the measured
attenuation length and the PMT gain are used in the momentum reconstruction to correct
the number of detected p.e.s.

To check the stability of the reconstructed momentum, decay electrons from stopping
cosmic ray muons are used. Figure 7-15—(a) shows the time variation of the reconstructed
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Figure 7-13: The time variation of the number of bad channels.

momentum of the decay electrons. Even though the total number of p.e.s (without any
corrections) in the electron events increased by 5% as shown in Figure 7-15-(b), the recon-
structed momentum of the decay electrons is stable at 1% level. Therefore the correction
for the bad channels, the attenuation length, and the PMT gain successfully works.

Finally, the stability of the particle identification performance is checked using stopping
cosmic ray muons and electrons from the decay of the muons. No significant time variation
is seen in Figure 6-5.

7.3 Detector Uniformity

Decay electrons from stopping cosmic ray muons are also utilized to study the uniformity of
the detector gain. The decay electrons are good calibration sources because the vertices dis-
tribute almost uniformly in the detector and the momentum vector points almost uniformly
in all directions so that we can investigate position and direction dependence of the detector
gain from the reconstructed momentum of the electrons.

To avoid the muon polarization effect in the estimation of the zenith and azimuthal angle
dependence of the detector gain, only electrons decaying in the direction perpendicular to
the initial muon direction are used. This condition is —0.25 < cos O, < 0.25 where O,
is the opening angle between the electron and muon directions. Using the selected electrons,
the reconstructed momentum of the electrons are plotted as a function of the zenith angle
of the electrons. Figure 7-16—(a) shows the zenith angle dependence of the reconstructed
momentum. From the figure, the detector gain is uniform in all zenith angle within +0.6%
level.

Figure 7-16—(b) shows the azimuthal angle dependence of the reconstructed momentum.
Again, the detector gain is uniform in all azimuthal angle within £1% level.

Figure 7-17 shows the vertex position dependence of the reconstructed momentum. The
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Figure 7-14: The time variation of the light attenuation length and the PMT gain from
cosmic ray muons. Figure (a) shows the time variation of the measured attenuation length
during the exposure period. It varies from 90 m to 120 m. Figure (b) shows the measured
PMT gain which has increased by ~ 4% level. These monitored values are used to correct
the number of detected p.e.s in the momentum reconstruction.
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Figure 7-15: Figure (b) shows the total number of p.e.s in 50 nsec time window for electrons
from the decay of stopping cosmic ray muons and (a) shows the reconstructed momentum
for the electrons. While total number of p.e.s increased by 5%, the reconstructed momentum

was stable within +1%.
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Figure 7-17: The position dependence of the reconstructed momentum for (a) data and (b)
Monte Carlo. The mean values of reconstructed momentum for decay electrons are shown
as a function of the distance from the nearest wall. The fiducial volume are shown by an
arrow. In the fiducial volume, the position dependence of the reconstructed momentum is
at 3% level in data. This position dependence of data is well reproduced by MC.
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mean momenta are plotted as a function of distance from nearest wall. In the fiducial volume,
the position dependence of the reconstructed momentum is at +3% level for data. The shape

of the Monte Carlo (b) reproduces the data well.
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8 Characteristics of the Fully Contained Sample

The reduction algorithms (section 5) are applied to the raw data to select fully contained
events. The same algorithms are also applied to the atmospheric neutrino MC and p — et
MC. The characteristics of the selected data as well as that of the atmospheric neutrino MC
are compared and discussed in this section. The renormalization of the MC taking into
account the neutrino oscillations is discussed in section 8.2. In section 8.1, the data are com-
pared with the atmospheric neutrino MC without neutrino oscillations. The characteristics
of the p — et7® MC are discussed in section 9.

8.1 General Distributions

The distributions of the number of rings for the selected data and the atmospheric neutrino
MC are shown in Figure 8-1. As discussed in section 9, multi-ring events are used in this
proton decay search while single-ring events are used in the atmospheric neutrino analysis.
The atmospheric neutrino MC is normalized by livetime. 4476 fully contained events are
observed with expected number of events of 4764.1 in the fiducial volume. There is ~ 25%
uncertainty in the absolute normalization in which the absolute neutrino flux uncertainty is
20% and the neutrino cross section uncertainty is 15%. The 10% discrepancy between the
data and the MC is within the uncertainty. Also, the data shape is well reproduced by the
atmospheric neutrino MC.

Visible energy distributions for all events, single-ring events, and multi-ring events are
shown in Figure 8-2. The multi-ring events around 1 GeV is relevant to this analysis.

Figure 8-3 shows the vertex position distributions for the data and the atmospheric
neutrino MC. The samples in (a) and (d) are divided into single-ring events ((b) and (e))
and multi-ring events ((c) and (f)). Both for single-ring and multi-ring samples, the shapes
of the data in Z and R? distributions are in good agreement with that of MC. We can also
see from the figures that the contamination of entering muons into the fiducial volume is
negligible.

Therefore, all characteristics of the data shown here are well represented by the atmo-
spheric neutrino MC. For the proton decay search, one have to extract possible signals from
these neutrino backgrounds.

8.2 Neutrino Oscillations and Re-normalization of MC Events

The Super—Kamiokande collaboration reported the evidence for the neutrino oscillations in
the atmospheric neutrinos. Due to the oscillations, the observed flavor ratio (v,+7,)/(ve+7e)
(= vu/ve) is smaller than expected one. This anomalous flavor ratio as well as the zenith
angle distributions is well explained by v, <+ v, two flavor oscillation hypothesis. Table 8-1
summarizes the observed fully contained events along with MC predictions. Here we show
only sub-GeV sample because the interesting energy region for the proton decay search is
around 1 GeV. For the sub-GeV sample, we require p, > 100 MeV/c for e-like events and
pu > 200 MeV/c for p-like events, and visible energy < 1.33 GeV. The table shows that the
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Figure 8-1: The number of ring distribution for fully contained events in data (filled circle)
and atmospheric neutrino MC (histogram). The fractions of single- and multi-ring events in

the data are 68% and 32% respectively.

DATA  MC 7. CC 1,5, 0C  NC
single-ring e-like 1231  1049.1 88% 2% 10%
p-like 1158  1573.6 0.5% 96% 4%
multi-ring 911 1049.1 24% 43% 33%

Table 8-1: Summary of observed events and MC predictions in sub-GeV region. The es-
timated contributions from charged current (CC) interactions and neutral current (NC)

interactions are also shown.
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Figure 8-2: The visible energy distributions for fully contained event sample. (a) all fully
contained events, (b) single-ring events, and (c¢) multi-ring events. The multi-ring events
around 1 GeV are relevant to this analysis.
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Figure 8-3: The vertex position distributions for fully contained sample. Z distributions of

the events with R < 14.9 m are shown for (a) all, (b) single-ring, and (c) multi-ring events.

Also, R? distributions of the events with |Z| < 16.1 m are shown for (d) all, (e) single-ring,
and (f) multi-ring events. Lines and arrows show the fiducial volume.
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number of e-like events is 17% larger than expected one while the number of p-like events
is 26% smaller. Both discrepancies are well understood by the v, <+ v, oscillations and the
uncertainty of the absolute normalization. Figure 8-4 shows the momentum distributions for
(a) sub-GeV e-like events, (b) p-like events, and (c) the double ratio (u/€)para/(i1/€)mc-
Neither the excess of e-like events nor the deficit of u-like events don’t have any significant
momentum dependence.

For various comparisons of data and atmospheric neutrino MC, the neutrino MC sample
is renormalized to the number of observed atmospheric neutrino events at Super—-Kamiokande
in the following manner. The number of v, (v,) CC events is normalized by the ratio of the
number of single ring events with an e-like (u-like) particle identification (PID) in the data
to the number of single ring events with an e-like (u-like) PID in the atmospheric neutrino
MC. For NC events, the same normalization factor as that of the v, CC events is used due
to the v, <+ v, two flavor oscillation hypothesis. For all comparisons between the data and
the neutrino MC in the next section, these renormalization factors are used.
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Figure 84: The momentum distributions for sub-GeV sample. (a) e-like events, (b) u-like
events, and (c) the double ratio (u/e)para/(1/€) mc are shown as a function of momentum.
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9 Proton Decay Analysis

In section 5, the reduction algorithms for fully contained events are explained. For the
remaining fully contained events, additional selection criteria are required to select p — e
candidates. In this section, the selection criteria for the p — et 7% signal are described and
after that, the results of proton decay search are shown. Finally, systematic errors concerning
this proton decay search are considered.

9.1 Proton Decay Selection Criteria

To extract the p — et 7 signal from the fully contained event sample, proton decay selection
criteria are defined:

(A) 6800 p.e. < total p.e. < 9500 p.e.

B) the number of rings is 2 or 3

)
C) all rings have a showering particle identification (PID)
) 85 MeV/c? < w° mass < 185 MeV/c?

E) no decay electron

(
(
(D
(E)
(F) 800 MeV/c? < total invariant mass < 1050 MeV/c? and

total momentum < 250 MeV/c

Criterion (A) roughly corresponds to a total energy of 800 MeV to 1100 MeV. Figure 9-1
shows the total p.e. distribution of the p — e*7® MC sample. The shaded histogram is the
distribution for free proton decays and this criteria (A) is safe for the free proton decay. On
the other hand, the blank histogram shows the distribution for protons in Q. It has lower
p.e. peak below the criterion (A) which is due to 7° interactions in O nucleus, namely 7°
absorption, charge exchange, and scattering in O nucleus.

After the criterion (A), criterion (B) is applied to select 2 or 3-ring events. The number
of ring distribution of p — e*7® MC is shown in Figure 9-2. In the sample, 98% events are
categorized as 2-ring or 3-ring events and pass the criterion (B).

Criterion (C) selects e* and v using particle type information. Figure 9-3 shows PID
parameters for each ring of the p — e™7® sample. The negative (positive) parameter value
corresponds to showering (nonshowering) particle type. After criteria (A) and (B), almost
all rings are electromagnetic shower caused by positron or v from the decay of 7°. For each
ring of the proton decay sample, misidentification probability is estimated to be 2%.

Criterion (D) is applied to only 3-ring events. Here, at least one pair of rings must give
a reconstructed invariant mass which is consistent with the estimated 7° mass resolution of
135435 MeV/c%. The invariant 7° mass distribution for the p — e*7® MC sample is shown
in Figure 9-4. The efficiency to pass the criterion (D) is 88% for 3-ring events of this sample.

Criterion (E) is required since e™ and 7° produce no decay electrons. This criterion is
useful to reject atmospheric neutrino backgrounds without any loss of detection efficiency.
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Figure 9-1: Total p.e. distribution for p — eT7% MC events. Proton decay selection criterion
(A) 6800 p.e. < total p.e. < 9500 p.e. is shown by arrows. The shaded histogram is the
distribution for free proton and the blank histogram shows the distribution for protons in
160. The high p.e. peak in the cut region corresponds to proton decay in °O without 7°
interactions in the O nucleus or free proton decay. The lower p.e. peak below the criterion
(A) corresponds to proton decay in 0 with 7° interactions in the *O nucleus, namely 7°
absorption, charge exchange, and scattering on ¢0.
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Figure 9-2: The number of ring distribution for p — e*7® MC events. Proton decay selection
criterion (B) selects 2-ring and 3-ring events. In this sample, 98% events are categorized as

2-ring or 3-ring events.
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Figure 9-3: Particle ID parameter for each ring of p — etn® MC events. The negative
(positive) value of the parameter corresponds to showering (nonshowering) particle type.
Misidentification probability is 2% for this sample.
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Figure 9-4: Invariant 7° mass for 3-ring p — e*7® MC events. The proton decay selection

criteria (D) 85 MeV/c < invariant 7° mass < 185 MeV/c is shown by arrows.
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Figure 9-5: Total invariant mass and total momentum distribution for p — e*7% MC after
the criteria (A)—(E) (see text). The boxed region in the figure shows the selection criterion
(F) 800 MeV /c? < total invariant mass < 1050 MeV/c? and total momentum < 250 MeV/c?.

allrings —

In criterion (F), the total momentum is defined as Py = |Y; pi| where p; is re-
constructed momentum vector of i-th ring. The total invariant mass is defined as M, =

VE2, — P2, where total energy Eio = Y>> """ ||. Criterion (F) checks that the total in-
variant mass and total momentum correspond to the mass and momentum of the source
proton, respectively. Figure 9-5 shows total invariant mass and total momentum distribu-
tion for the p — e™7® MC sample after the criteria (A)—(E). The boxed region in the figure
shows the criterion (F). From this sample, the detection efficiency of p — et events is
estimated to be 44%.

In summary, detection efficiencies after each criterion are shown in fugure 9-6. The
efficiency for free proton decay (star) and proton decay in '®O (empty circle) are separately
shown. The selection criteria (A) through (F) keep the efficiency of 91% for the free proton
decay. On the other hand, only 35% proton decay in O are identified. It is shown in
Figure 9-6 that the large reduction mainly comes from the criterion (A) 6800 p.e. < total
p.e. < 9500 p.e.. This means that the absorption, charge exchange and scattering of 7%’s in
the 1°0O nucleus are the dominant contribution to the detection inefficiency. The combined
efficiency (filled circle) are also shown in the figure and the total detection efficiency is found

to be 44%.
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Figure 9-6: Detection efficiencies after each criterion (A)—(F) (see text) for p — e*7% MC
events. DST means all fully contained events in the fiducial volume. The efficiency for
free proton decay (star) and proton decay in ®O (empty circle) are separately shown. The
combined efficiency (filled circle) are also shown and the total detection efficiency is 44%.

9.2 Background

To estimate the background from atmospheric neutrino interactions, the atmospheric neu-
trino MC sample of 900 kton-year exposure equivalent is generated (section 8). The reduc-
tion algorithms (section 5) are applied to the sample in the same ways as the data to select
the fully contained events (section 8). By applying the proton decay selection criteria (A)
through (F) (section 9.1) to this sample, the number of background events in the signal re-
gion is estimated. In the 900 kton-year sample, there are three events which pass all selection
criteria. Therefore the number of background is estimated to be 0.1 event in 32.9 kton-year.
Figure 9-7 shows the total invariant mass and total momentum distribution for the neutrino
MC sample after the criteria (A)—(E).

The characteristics of the three background events passing the proton decay selection
criteria are listed in Tables 9-1 and 9-2. All of the three background events are caused by
charged current v, interactions producing one electron and one 7°. Because the protons in
the final state have too low momentum to produce much Cherenkov light, it is difficult to tag
the proton by a water Cherenkov detector. Therefore, they mimic the proton decay signal
p — et The various distributions of physical quantities are discussed in the next section.
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neutrino flavor, interaction comments

energy (MeV/c)
BG1 Ve, 1604 ven — epm®
BG2 Ve, 1565 vep — epmt 7T and 70 are produced by the 7* in water.
BG3 Ve, 1592 vep — ep(rT)w® 7t didn’t exit from %O nucleus.

Table 9-1: The characteristics of the neutrino background events.

total p.e. the number of ring 7" mass total mass total momentum

(MeV/c?)  (MeV/c?) (MeV /c)
BG1  7930.6 3 132.9 842.4 221.7
BG2  7808.3 2 — 886.8 153.9
BG3  7641.2 2 — 862.9 242.2

Table 9-2: The measured physical quantities of the neutrino background events. All quan-
tities are within the proton decay selection criteria (A)—(F) (see text).

9.3 Results

Finally the same criteria are applied to the data to search for the p — e™7° signal. Figure 9
8 shows total invariant mass and total momentum distribution for the data sample after the
criteria (A)—(E). In the 32.9 kton-year data, no events survive all criteria as shown in the
figure.

For consistency check between data and atmospheric neutrino MC, several comparisons
are made. First, the 2-dimensional distributions of total mass and total momentum (Fig-
ure 9-5, 9-7, 9-8) should be compared. To make the comparison clear, these distribution are
projected in a 1-dimensional plot of “L” which is defined as a distance between each event
point and a line in the proton decay signal region. Figure 9-9 shows the distribution of “L”
for p — e*m® MC, atmospheric neutrino MC, and data along with the definition of “L”. It
is clearly seen that the data distribution are well reproduced by the neutrino MC.

Figure 9-10 compares the reconstructed total mass for atmospheric neutrino MC, the
p — etn® MC, and the data events which satisfy the criteria (B)-(E) and have a total
reconstructed momentum < 250 MeV /c. For this comparison criterion (A) is not imposed
to provide enough statistics. The clear peaks of 7% mass are seen in both the data and the
neutrino MC. The mass distributions for the data and the neutrino MC have good agreement.

Figure 9-11 compares the reconstructed total momentum for the three samples which
satisfy the criteria (B)-(E) and have a total reconstructed mass of 800 MeV/c? to 1050
MeV/c?. For this comparison criterion (A) is omitted again. The momentum distribution
of data is also well reproduced by the neutrino MC.

Finally, Figure 9-12 shows the event rate after applying each of criteria (A) through
(F) for the data and atmospheric neutrino MC events. The event rate is normalized to
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Figure 9-7: Total invariant mass and total momentum distribution for atmospheric neutrino
MC after the criteria (A)—(E) (see text). The boxed region shows the selection criterion (F)
800 MeV/c? < total invariant mass < 1050 MeV/c? and total momentum < 250 MeV/c?.
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(A)—(E) (see text). The boxed region shows the selection criterion (F) 800 MeV/c* < total
invariant mass < 1050 MeV/c? and total momentum < 250 MeV/c?.
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Figure 9-9: Distance “L” distributions in mass v.s. momentum plot for data (circles), nor-
malized atmospheric neutrino Monte Carlo events corresponding to 900 kton-year (unshaded
histogram), and p — e"n® Monte Carlo normalized to one event in signal region (shaded
histogram) which satisfy the criteria (A)—(E) (see text). In the upper left figure, the “L”
is defined as a distance between each event point and the line in the proton decay signal
region.
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Figure 9-10: The total invariant mass distributions for data (circles), normalized atmospheric
neutrino Monte Carlo events corresponding to 225 kton-year (unshaded histogram), and
p — eTn® Monte Carlo events normalized to one event in signal region (shaded histogram)
which satisfy the criteria (B)—(E) (see text) and have a total reconstructed momentum <
250 MeV/c.
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Figure 9-11: Total momentum distributions for data (circles), normalized atmospheric
neutrino Monte Carlo events corresponding to 225 kton-year (unshaded histogram), and
p — e*m® Monte Carlo normalized to one event in signal region (shaded histogram) which
satisfy the criteria (B)-(E) (see text) and have a total invariant mass of 800 MeV /c? to 1050
MeV/c2.
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Figure 9-12: The event rate after each proton decay selection criterion (see text) for data
(filled circles) and atmospheric neutrino Monte Carlo (empty circles). DST means all fully
contained events in the fiducial volume. There is no event in the data after criterion (F) and
only the 90% CL upper limit is shown in the last bin.
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(kton-year)~'. The event rate of the data are well represented by the neutrino MC.

9.3.1 Limit Calculation

From these results, I conclude that no evidence of the proton decay in the mode p —
etn? is observed. Therefore, I calculate the lower limit on the lifetime of proton. The
quantities of this calculation are the detection efficiency of 44%, 0 candidate events out of
32.9 kton-year data, and 3 background candidates out of 900 kton-year of the simulated
atmospheric neutrino interactions. Assuming mean of the number of backgrounds up is
known with negligible systematic uncertainty, the upper limit on mean of the number of
signal N can be defined using Poisson distribution:

< (up+ N)"

e_(.u'B‘f'N) Z

CL=1- o

(9-1)

where C'L is a confidence level and ng is the number of observed candidates. Applying
nog = 0, the upper limit N is calculated to be 2.30 at 90% confidence level. Due to 0
observed candidates, the upper limit NV is independent on the background pp. Using the NV,
the upper limit on the partial lifetime of proton 7/B,_,.+0 is calculated as:

1
)\x—OxNAXe
18

N

T/Bposetno = (9-2)
where )\ is the exposure of 32.9 kton-year, N, is Avogadro’s number, and ¢ is the detection
efficiency for p — e™n% of 44%. Therefore, the resulting limit on the partial lifetime for
p — et is found to be, 7/B, ,c+70 = 2.1 x 10* years at 90% confidence level. The lifetime
limit will be calculated again taking into account systematic uncertainties in section 9.4.
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9.4 Systematic Errors

In this section, I would like to discuss systematic errors concerning the partial lifetime limit
T/Bpse+r0. The sources of systematic uncertainty are:

e detection efficiency ¢

— pion-nucleon scattering in °O nucleus
— energy scale

— uniformity of detector gain

— particle ID

— fitting biases

e detector exposure A

— detector size

— livetime

In calculating the limit, the parameter with the dominant uncertainty is the detection ef-
ficiency. This uncertainty is primarily due to imperfectly known pion—nucleon cross sections
in 1°0O nuclei. The contributions to the detection inefficiency from the pion-nucleon scatter-
ing are summarized in Table 9-3. Because almost all events in which 7% interacts within the
160 nucleus are not able to pass the proton decay criteria, the probability of the interaction
directly affects the detection efficiency of the p — et 7%, To estimate the uncertainty of the
pion interaction, Table 9-4 compares the probability of 7° interaction in 6O using several
pion-nucleon scattering models. The fraction of 7° free escape is most important for evalu-
ating the detection efficiency. The model “SK” used in this analysis agrees with the model
“Kam” [40] developed for the Kamiokande experiment and Nishimura’s model [40, 83]. The
largest difference of m° free escape is found to be 11% between the model “SK” and model
“IMB” [82]. It contributes ~15% difference in the total detection efficiency of p — e*nP.

The uncertainty of the energy scale is also the possible source of the systematic error.
By changing the total invariant mass and total momentum cut (criterion (F)) by +3%
(section 7.1.6), the detection efficiency for p — e*7® MC events is changed by 1%. The time
variations of attenuation length and PMT gain affect the total p.e.s of candidates and +5%
(section 7.2) change of total p.e.s causes < 1% change of detection efficiency.

The ununiformity of the detector gain can cause systematic error in the momentum
balance because a positron and a 7°(yv) would emit Cherenkov photons onto different sides
of the detector. The 3% (section 7.3) ununiformity could change the total momentum of
candidates up to £6%. By changing the total momentum cut (criterion (F)) by £6%, the
contribution to the uncertainty of the detection efficiency is estimated to be £2%.

By £+2% change of the particle misidentification probability of 2% (section 9.1), the
contribution to the uncertainty of the detection efficiency is estimated to be £5%.
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all identified
free proton 19% 17%
proton in 0O 81% 28%
70 free escape 3% 27%
70 absorption 18% 0%
7% charge exchange 13% 0%
other inelastic scattering 13% 1%
total 100% 44%

Table 9-3: The detection efficiency and 7° interactions in O nucleus. The last column
shows the fraction of p — et7® events which pass the proton decay criteria.

SK Kam Nishimura IMB
7V free escape 43% 43% 46% 54%
70 absorption 24% 14% 27% 22%
79 charge exchange 16% 16% 12% 10%
70 other inelastic 17% 27% 15% 14%
total 100% 100% 100% 100%

Table 9—4: Comparisons of m°-nucleon scattering probability in ®O nuclei for p — et .
The SK refers the model used in this analysis. The Kam (IMB) refers the model developed
for Kamiokande [40] (IMB [82]) experiment. Estimations by Nishimura [40, 83] are also
shown.

uncertainty
detection efficiency 18%
pion-nucleon scattering in ®O nucleus 15%
energy scale <2%
uniformity of detector gain 2%
particle ID 5%
fitting biases ™%
exposure <1%
detector size <1%
livetime <0.1%

Table 9-5: The list of systematic uncertainties.
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Figure 9-13: Comparison of two different ring fitting programs for p — e*7° events. Total
p.e. cut (selection criterion (A) in section 9.1) is applied before the comparison. Solid his-
togram shows the original fitting program and dashed one shows a modified fitting program.

Unknown fitting bias in the ring counting is estimated by using a modified ring fitting
program. This program uses sophisticated technic of enhancing peaks in Hough space (ap-
pendix A.2). Thanks to the technic, this modified program reconstructs more rings than
the original one. In Figure 9-13, the modified and original ring fitter are compared with
each other using p — e*7® MC. Although the number of 2-ring events and 3-ring events
are changed by 20-30%, the total number of 2 or 3-ring events is not changed much. Af-
ter applying all proton decay selection criteria, the detection efficiency is changed by 4%.
Moreover, possible fitting biases in the event vertex, ring direction, and opening angle of
Cherenkov ring might be sources of the systematic error. The contribution from the vertex
fitting is estimated to be 3% by comparing results of two different fitting algorithms. The
contribution from the directional fitting is estimated to be +2% by changing the total mo-
mentum cut (criterion (F)) by £15 MeV/c. This 15 MeV/c momentum invalance roughly
corresponds to changing the ring direction by 2°. Finally, the contribution from the opening
angle is estimated to be £4% by changing the total momentum cut (criterion (F)) by £+30
MeV/c. The change of the opening angle affects ring separation and therefore affect recon-
structed momentum for multi-ring events. This 30 MeV/c error is estimated by changing
the reconstructed opening angle by 2° and re-reconstructing the total momentum with the
shifted opening angle. In total, the contribution from the possible fitting biases is estimated
to be +7%.
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Next, systematic uncertainties in the exposure are estimated. The accuracy of the detec-
tor size must be within a few ¢m in each dimension and it may contributes the uncertainty
of the exposure by <1%. The livetime is calculated from the 48bit clock counter informa-
tion recorded in TRG module. The uncertainty of the observed livetime is estimated by
comparing the clock counter with another clock counter to be <0.1%.

In summary, each estimated uncertainty are listed in Table 9-5. The total uncertainty
in the detection efficiency is 18%. The uncertainty in the exposure is <1% and negligible.

9.4.1 Limit Calculation by Bayesian Statistics

In section 9.3.1, simple limit calculation using Poisson distribution is performed. In the
calculation, systematic uncertainties of quantities of exposure, detection efficiency, and the
number of background are assumed to be negligible. In this section, the uncertainties asso-
ciated with these quantities are included in the limit calculation by employing a Bayesian
method [84] (for details, see [85]).

In the counting experiments, the probability to detect n events follows the Poisson dis-
tribution.
e—(FAe—I—b) (F/\€+ b)n

P (n|TXeb) = p

(9-3)

where T is the event rate (proton decay rate for us), A is exposure, € is efficiency, and b is
the number of background. P(A|B) represents the probability of proposition A, given that
proposition B is true.

Applying Bayes’ theorem allows us to write:

P(CAeb|n)P(n) = P(n|TAeb)P (I Aeb). (9-4)
Because quantities I', A, €, b are independent, P(I"Aeb) can be disintegrated.
P(TCXeb) = P(I)P(MN)P(e)P(b) (9-5)

Desired quantities of probability density function of I' can be obtained by:

P(T|n) = / / / P (T Aeb|n)dAdedb. (9-6)

By combining Equation (9-3), (9-4), (9-5), and (9-6), we obtain:

P(I|n) = A / / / e e g/\e+b)nP(F)P(/\)P(e)P(b)d/\dedb. (9-7)

The normalization factor A is resolved by demanding [;° P(I'|n)dl’ = 1. P(T"),P(A), P(¢), P(b)
are prior probability density functions (priers) and they enable us to include systematic un-
certainties in the limit calculation. Using the P(I'|n), we can calculate the upper limit of
the decay rate '™t by

Tlimit

CL = P(I|n)dl (9-8)



9 PROTON DECAY ANALYSIS 116

The lifetime limit is the inverse of I'mit,
In this method, the priors for the exposure P(\) and detection efficiency P(¢) are taken
as Gaussian distributions, truncated to disallow unphysical regions.

0P 2% ) > 0

P(}) o { 0 otherwise (9-9)
—(6—60)2/20'52 0 1
e <e<
P(e) o { 0 otherwise (9-10)

The values of o) and o, are taken from Table 9-5.

The background prior P(b) is taken to be a convolution of Poisson and Gaussian distri-
butions in order to account for both the statistical uncertainty of a finite background MC
sample size and the systematic uncertainty in the atmospheric neutrino fluxes and cross
sections used in the background MC sample.

P(b) / - Me%dbh’m (9-11)
0 np!
where
gy MC events passing through proton decay criteria.
pMC true mean MC events passing through proton decay criteria.
C MC oversampling factor.
Op uncertainty due to neutrino fluxes and cross sections.

It should be noticed, however, that due to zero observed candidates, our limit calculation
result is almost independent on the details of P(b).

Finally, the prior for the decay rate P(I') is taken to be uniform. This corresponds to
the uniform prior implicitly used in simple Poisson limits [86].

1 I'>0

P(I) o { 0 otherwise (9-12)
By performing the integration of Equation (9-7) and (9-8), the upper limit of the decay
rate [ js obtained. The resulting limit on the partial lifetime for p — e*x? is found to

be:
T/ Bpsetqo > 2.0 x 10°* years (90% CL). (9-13)

Comparing with the limit from the simple Poisson calculation (section 9.3.1), it is found
that the lifetime limit is changed by only ~ 5% even if systematic uncertainties are taken
into account.
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10 Conclusion

In this thesis, proton decay search via p — e™7% mode was performed using 32.9 kton-year
exposure (535 live-days) of Super-Kamiokande data. While the detection efficiency was 44%
and estimated number of backgrounds caused by atmospheric neutrino interactions was 0.1
events in this exposure, there was no candidate events which survived the proton decay
selection criteria. Observed contained events were well explained by expected atmospheric
neutrino backgrounds. Therefore, I concluded that no evidence of the proton decay in the
mode p — et 7® was observed. From the data, stringent partial lifetime limit of the proton

has been set to be:
Tp/ Bpserno > 2.0 x 10* years (90% CL),

which should be compared with the previous experimental results, 8.5 x 1032 years [7].

Several GUT models predict the decay rate of p — e* 7 within observable range of this
exposure of Super-Kamiokande data. For example, flipped SU(5) model predicts the partial
lifetime of the proton as:

Tp/ Bpserno = 3 x 10°1 37 years [13].

On the other hand, SO(10) model also admits relatively short lifetime. Especially, SO(10)
GUT model with the left-right symmetric intermediate symmetry of SU(4) ® SU(2), ®
SU(2)g predicts partial lifetime of p — e*7® mode as:

Tp/ By oo = 1.44 x 1032 1F0TEL0ELY veqrg [15, 26].

Although the new experimental limit cannot exclude these models, this can give restrictions
to parameters in these models. In minimal SUSY SU(5) model, predicted partial lifetime of
protons via p — e"7® mode is long as ~ 1034738 years [28, 29, 30] and theoretical lower limit
is obtained as:

Tp/ Bpsetno > 4.1 x 10°* years [28].

Therefore, the new experimental limit is close to the edge of the theoretical prediction. The
Super—-Kamiokande sensitivity will reach to the prediction soon.

Because the background level is very low for the p — e™7® mode, Super-Kamiokande
will have sensitivity for longer proton lifetime in future. Figure 10-1 shows the Super—
Kamiokande detector sensitivity for the p — et search. In the figure, expected sensitivities
for the partial lifetime at 90% CL and 99.7% CL (30) are shown as a function of detector
exposure. In ten years, we will reach to 10%* years of the partial lifetime at 90% CL. I'm
looking forward to the evidence for proton decays in future Super-Kamiokande data.
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Figure 10-1: The Super-Kamiokande detector sensitivity for the p — e*7? search. Expected
sensitivities for the partial lifetime at 90% CL and 99.7% CL (30) are shown as a function of
detector exposure. The confidence level is calculated by simple Poisson distribution (Equa-
tion (9-1) and (9-2)). The point shows the result of this thesis.
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Appendices

A Details of Reconstruction

A.1 Vertex Fitter

The reconstruction procedure starts from the vertex fitting. The vertex position is estimated
by finding the position at which the timing residual ((photon arrival time)—(time of flight))
distribution is most peaked. Because the number of rings has not yet estimated at this point,
this vertex fitter searches for the vertex position with single ring assumption. Actually, this
vertex fitting algorithm consists of following three steps.

(a) Point Vertex Fitter roughly estimate vertex position.
(b) Ring Edge Finding find an edge of a Cherenkov ring.

(c) Precise Vertex Fitter precisely reconstruct vertex position using the information from
(a) and (b).

Using roughly estimated vertex position in (a), Cherenkov edge position is determined
in (b). In precise vertex fitting (c), we take into account the track length of the particle
and scattered light as well as direct (non-scattered) light to calculate the time of flight of
Cherenkov photons. These three steps are described below.

A.1.1 Point Vertex Fitter

The name of “Point Vertex Fitter” refers to the fitter which is performed with the assumption
of one point-like light source. This means that the all Cherenkov light is assumed to be
emitted from one point at the same time and the track length of the charged particle is
neglected. The principle of the fitter is that the timing residual ((photon arrival time)—(time
of flight)) distribution should be most peaked with the correct vertex position. In Figure A—
1, the time of flight (TOF) subtracted TDC distributions are shown with (a) true vertex
position and (b) wrong position 4 m off from the true vertex position. With the true vertex,
the residual time distribution has a sharp peak as shown in Figure A-1-(a). The finite width
of the distribution comes from the time resolution of the PMTs. The long tail is made by
scattered light and reflected light from the detector wall. On the other hand, with the wrong
vertex position, the residual time becomes a wide distribution as shown in Figure A-1—(b).
To find the vertex position, we define the estimator G, as

<o > x1.5)?

where IV is the number of fired inner PMTs, ¢; is TOF subtracted timing of i-th PMT, and
< ¢ > is typical timing resolution of the PMT and we take < o >= 2.5 nsec. We choose t;
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Figure A—1: The residual time distributions after TOF subtraction for a p — e*7% Monte
Carlo event. The time of flight is calculated with (a) true vertex position and (b) 4 m off
from the true vertex position. With the true vertex, the residual time distribution has a
sharp peak.

so that G, takes maximum value. We subtract TOF as

f=t,- "5 g (A-2)
where t; is the timing of the +-th PMT and P, and O are position of the +-th PMT and the
estimated vertex position, respectively. Here, refractive index n(g;, ;) is taken as a function
of detected p.e. ¢ and photon travel length [;(= |P, — O|) in order to take into account
the wavelength dependence of the light velocity in water (Figure 4-21). Because timing
information of a PMT is determined only by a first detected photon, the timing information
has dependence on the amount of detected p.e.s (=¢;). Moreover, because the spectrum of
Cherenkov photons are distorted in propagating in water, the timing also has dependence on
the traveling distance (=l;). Figure A-2 shows the probable refractive index as a function
of the detected p.e.s and the traveling distance which determines the light velocity in TOF
subtraction.

By changing estimated vertex O, the fitter searches for the vertex position with which
G takes maximum value. The final estimated vertex 60 is the output of this step.

Using the estimated vertex position 50, ring direction is also roughly estimated by sum-
ming up the detected p.e. vector.

~ A0
dQZZin_.i_,O (A—3)
i [P — O

With the O and CZE), the ring edge search is performed in the next step.
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Figure A-2: The effective refractive index used in the vertex fitter. In the vertex fitter, the
light velocity is taken as a function of detected p.e.s (=¢) and travel length of photon (=)
and written as v(q,l) = ¢/n(q, ).

A.1.2 Ring Edge Finding

In this step, edge position of the Cherenkov edge is determined and several PMTs close to
the edge are tagged as edge PMTs. These tagged PMTs are used in the next step, precise
vertex fitter, to determine the ring direction.

At first, each detected p.e. is filled in histogram as a function of Cherenkov opening
angle 6. Here, detected p.e.s are corrected for light attenuation length and PMT acceptance.
Figure A-3 shows a typical histogram of the corrected p.e. distribution (PE(#)) for a single-
ring event. In the histogram of PE(f), the edge position feqqe is determined by the following
two conditions.

(2) Bedge > Opeax fpeax is opening angle where PE(f) takes maximum.
d’PE(6
(b) W() =0 second derivative should be zero at = feqge.
0:0edge

If there are several feqqe Which satisfy the condition (a) and (b), the feqge nearest to Opeqy is
selected.
To determine the ring direction, the estimator Q(feqge) is defined as

2 _ 2
) X exp <_(0‘*dg92—298><?)) (A-4)
Gzaedge 00

where 0, and oy are expected opening angle of the Cherenkov ring and its resolution,
respectively. ((fedge) is defined so that it takes large value when large number of p.e.s

Oedge
PE(6)df
M%@=é X(@mm

do

Sin Beqge
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Figure A-3: The typical PE(#) distribution for a single-ring event. Lower figure shows its
second derivative.

is sitting inside of feqge and the first derivative of PE(f) is large and feqge is close to the
expected one. By changing the ring direction, best direction which gives maximum value of
the estimator ) is searched for. In case of feqge > 43°, Equation (A-4) is replaced in the
final step by

Oedge
PE(0)do
Q(eedge) — /0 ( ) X exp <_(9‘“1L08Xp)2> (A_5)

Sin Gedge 203

to correct the ring direction.
Finally, using the determined ring direction and Oeqge, PMTs on the Cherenkov ring edge
are tagged. These tagged PMTs are used in the next step, precise vertex fitter.

A.1.3 Precise Vertex Fitter

This precise vertex fitter consists of the following three steps.
e determine the ring direction.
e calculate the track length of the charged particle.
e search for the vertex position where fitting estimator takes a maximum value.

These steps are performed iteratively until better position is no longer found.
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The differences between the point vertex fitter and the precise vertex fitter are that
scattering Cherenkov light and track length of charged particles are carefully taken into
account in the precise vertex fitter.

Ring Direction

Here, ring direction is determined using given vertex position. Moreover, tagged PMTs on
the Cerenkov edge, which are selected in the ring edge finding step, are used. The ring
direction which minimizes the following x? is searched for:

i— < 0; >)2

where ¢; is the detected p.e.s in the i-th tagged PMT and 6; is the opening angle of the
i-th PMT along the estimated ring direction. < 6; > is the opening angle averaged over
all §;. The oy is the resolution of the opening angle and taken to be 70cm/|P; — O| where
|P, — O is the distance between the vertex position and the 5-th PMT. This 70 ¢m refers
to the distance between inner detector PMTs. The summation in the equation is done for
all tagged PMTs. With the direction which gives the minimum x2, the opening angle of the
Cherenkov ring is determined as

(A-6)

gg.

2

0. =<06; > (A-7)
Track Length

The track length of the charged particle is roughly estimated from the total amount
of p.e.s assuming dE/dx = 3 MeV/cm. The assumption dE/dx = 3 MeV /cm is selected
empirically to get best performance of the reconstruction.

Using the estimated total track length L;, track length I} where the Cherenkov photons
for the ¢-th PMT are emitted is determined. As shown in the Figure A4, the detected p.e.s
in 4-th PMT are projected onto the particle track, at the position X:i, where |X', — 6| is ;.
Here, the opening angle between the ring direction ()Z"Z — 6) and projection line (13Z - X’Z) is
6. which is the reconstructed opening angle by Equation (A-6) and (A-7). This projection
gives the p.e. distribution Q(/) as a function of I. Using the projection function @Q(l), the
track length [} where the Cherenkov photons for i-th PMT are emitted is estimated as

/0 "o
/O o0

In case of I} > [;, I} is replaced by [;. This correction is important for electron ring, because
the estimated track length L; for the electron is too long due to electromagnetic showers.
Using the determined [}, the residual time of the i-th PMT can be calculated as

l; = X Lt (A—8)

ti—+——x|P,—X!|, PMTs inside of Cherenkov edge
ti = oo (A-9)
ti—— x |P; =0, PMTs outside of Cherenkov edge
c
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Figure A-4: The p.e. projection along
the particle track. The p.e.s of i-th
PMT is projected at [; on the track in
order to make charge histogram Q(1).
. is reconstructed opening angle of
the Cherenkov ring. 5, ]3i, and X"z are
position vector of vertex, i-th PMT,
and projection point for the i-th PMT,
respectively. E, is the estimated emit
point by Equation (A-8).
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where X! is estimated emitted position for the i-th PMT and I! = |X! — O| (Figure A-4). n
is the effective refractive index and shown in Figure A-2.

Vertex Position

For the fired PMTs inside of the Cherenkov ring edge, timing information is mainly
determined by direct (non-scattered) photons. On the other hand, a significant fraction of
the fired PMTs outside of the Cherenkov ring edge detects scattered lights and reflected
light on the detector wall. Therefore, we should treat them with different estimators. For
the fired PMTs inside of Cherenkov cone, fitting estimator G is defined as

1
GI = Z ?Gdirect(t;a tO) (A-IO)
where (« 2
! tz‘ — 1
irect \ U35 = - A-11
Gdtm“)em<2ka>xmy> (A-11)

Here, o0; is the timing resolution of the i-th PMT (section 3.3.1) as a function of detected
p.e.s (¢;) and < o > is timing resolution for the detected p.e.s averaged over the fired PMTs.
t; is TOF subtracted timing information of the i-th PMT calculated by Equation (A-9).

For the PMTs outside of the Cherenkov edge, the t; is corrected in order to take into
account the late arrival timing of light as

th =to+ 0y X (1.5 x R, — 0.7)? (A-12)
where R, is the fractional p.e.s detected within the Cherenkov ring
Z 4q;
Rq _ 0<6:+3 (A_13)
Z qi
<70
For the PMTs outside of the Cherenkov edge with t; < ¢, estimator is defined as
1
Gor = Z ?(Gdirect(t;a to) x 2—1) (A-14)
and for the PMTs outside of the Cherenkov edge with t; > t,

1

G02 = Z ?(maX[Gdirect (t;, t6)> Gscatter(t;’ t:))] X2— 1) (A—15)

where R . v
Gsca. er ti, ty) = —Z x G irec t;, tg 1- —L X — 0 A-16
(£ 14) = 0 X G2, 15) + (1 = 18 x exp(= 10y (a0
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By summing up the estimators, fitting estimator is defined as
_ Gr+Go1 +Goo

1
25

G (A-17)

Here ty(t;) is selected at each vertex position so that the estimator G takes maximum value.
The vertex position which maximizes the estimator G is regarded as the reconstructed vertex
position. Numerical factors in the estimators above are selected empirically to get best
performance of the reconstruction.

A.2 Ring Fitter

After reconstruction of the vertex position and one dominant ring direction, other possible
rings are looked for and probable rings are reconstructed in this ring fitter. Using the
reconstructed ring(s), we can reconstruct the total momentum and total invariant mass
of p — eT7® events and those of atmospheric neutrino events. Actually, this ring fitting
algorithm consists of following two steps.

(a) Ring Candidate Selection select possible ring candidates.

(b) Ring Candidate Test check the ring candidates by a likelihood method. If there
is a candidate which satisfies conditions, the ring is re-
garded as a true ring and go back to (a) to search for
other rings.

Starting from one ring reconstructed by the vertex fitter, a second ring is looked for in the
step (a) and (b). If a probable second ring is found and regarded as a true ring, the program
goes back to step (a) to look for a third ring. This iteration is performed up to 4 times (fifth
ring) until no more probable ring is found. The step (a) and (b) are explained below.

A.2.1 Ring Candidate Selection

We use a known technic for a pattern recognition, Hough transformation [77], to search for
possible ring candidates. The essence of the Hough transformation is shown in Figure A-5.
Suppose there are four fired PMTs on the unknown ring (radius r) and we want to find the
center of the ring (left figure). By Hough transformation, the detected p.e.s are mapped to
a circle with radius r centered on the PMT. All mapped circles cross at the center of the
unknown ring. By accumulating the mapped circles, we can find the peak in the Hough
space, giving the center of the unknown ring.

Before the mapping, the p.e. contributions from the rings which already have been
regarded as true rings are subtracted in order to enhance the capability of the ring finding.
In the ring fitter, the Hough space is made from 2-dimensional arrays divided by polar angle
© (36 bins) and azimuthal angle ® (72 bins), resulting in 36 x 72 pixels. These angles
are measured from the reconstructed vertex. Detected p.e.s in each fired PMT, which are
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Figure A-5: The Hough transformation. Suppose there are four fired PMTs on the unknown
ring (radius r) and we want to find the center of the ring (left figure). By Hough transfor-
mation, the detected p.e.s are mapped to a circle with radius r centered on the PMT. All
mapped circles cross at the center of the unknown ring. By accumulating the mapped circles,
we can find the peak in the Hough space, giving the center of the unknown ring.

corrected for acceptance and attenuation length, are mapped to pixels (0;, ®;) for which the
opening angle toward the PMT is 42°. In the actual case, a Cherenkov ring in the Super—
Kamiokande detector has a broad p.e. distribution rather than an ideal thin circle. In order
to take into account the actual p.e. distribution, the expected p.e. distribution for a 500
MeV/c electron as a function of opening angle € is used as a weight in the p.e.s mapping.
Namely, the corrected p.e.s of a fired PMT are mapped to pixels (©;, ®;), for which the
opening angles toward the PMT are 6, with weight of expected p.e.s Q.(#). The expected
p.e. distribution Q(f) is shown in Figure A-6.

Peaks found in the Hough space are identified as centers of possible ring candidates.
However, ring candidate for which the direction is very close to one of the true ring directions
(opening angle < 15°) is discarded as a fake candidate made by the true ring. In order to
take into account different Cherenkov opening angles for non-electron particles and limited
accuracy of the reconstructed vertex, the Hough transformation is performed with Q.(f)
which peak position (Cherenkov ring edge) is slidden. The slidden peak position which
makes most sharp peak in the Hough space is regarded as the opening angle of the candidate
ring.

One example of p.e. distribution in the Hough space is shown in Figure A-7. In making
the figure, p.e. subtraction for the true ring (first ring) is omitted. We can find a second
clear peak which should be identified as a center of the second ring candidate.
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Figure A—6: The expected p.e. distribution for a 500 MeV/c electron.
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Figure A-7: The transformed p.e. distribution in the Hough space. In making the figure,
p.e. subtraction for the true ring (first ring) is omitted. We can find a second clear peak
which should be identified as a center of the second ring candidate.
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A.2.2 Ring Candidate Test

The ring candidates selected by the Hough space are checked by a likelihood method to
determine whether the ring is probable or not. The likelihood is defined to evaluate the
probability to observe the p.e. distribution with expected p.e. distribution. To calculate
the probability for multi-ring events, we need to understand the p.e. contribution from each
ring. Because we only observe the total p.e.s of each PMT which comprise of contributions
from several rings, we need to separate the total p.e.s of each PMT into contributions from
each ring. This process, called as “ring separation”, is explained in appendix A.4.1.

Given N already found rings and a (/N + 1)-th ring candidate, the ring fitter checks the
likelihood value to determine whether the ring candidate is a true ring or not. The ring fitter
calls the ring separation and utilizes the likelihood function similar to Equation (A-35). At
first, assuming the existence of the (N +1)-th ring, the likelihood function LV is calculated
as

Ine(N+1), 0;,<1.205 N+1
LNt = Z log (prob(qi, Z a,, - qfff’)) (A-18)
% n

where the summation of the likelihood is performed for the :-th PMT for which the opening
angle towards at least one of (N + 1) ring directions is smaller than its opening angle times
1.2. The g¢; is the observed number of p.e.s in the i-th PMT and o, - ¢;,) is the expected
p-e.s for the i-th PMT given by the n-th ring. The probability prob is defined in Equation
(A-36). For the calculation of the likelihood, the expected p.e.s given by the (N + 1)-th
ring is calculated using the electron distribution shown in Figure A—6. For other true rings,
expected p.e.s are iteratively optimized using the observed p.e.s (see appendix A.4.1). By
optimizing the a,,’s, the program looks for the best «,’s which give the maximum value of
LN+

After that, the likelihood value is calculated again with N ring assumption. Namely, the
expected p.e.s for (IV + 1)-th ring are not considered in the calculation as

Ine(N+1), 0;n<1.26¢ N
LN = > log (prob(qz-, > ap - qz’,{f)) (A-19)
7 n
where the summation of the likelihood is performed again for the exactly same PMTs used
in Equation (A-18). By optimizing only o, (1 < n < N) and fixing all ¢;,’(1 < n < N),
maximum value for the L is looked for.

In principle, we always obtain LY*! > LV because we can make the Lt value to be
LN+ = LY by setting a1 to be zero. However, there is a constraint of a lower momentum
limit for the (N 4 1)-th ring and it disables the a1, to be zero. Therefore, it enables us to
obtain L¥*! < LV for some of ring candidates. In case of LY*! < L, the ring candidate is
rejected because the (N+1)-th ring candidate is less likely to be a real Cherenkov ring.

For the candidate ring which satisfies L¥*? > LY following evaluation functions are
calculated.

F (LN*! — LV) is corrected for the total p.e.s. When the difference (LY — LY)
is large, the candidate is probable.
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Fy For the PMTs around the edge of the candidate ring, the assigned p.e.s to
the candidate ring are summed up. This summation is performed only for
PMTs sitting at non-overlapping region of Cherenkov rings. When the averaged
assigned p.e.s Q°8° is large, the candidate is probable.

F3 For the PMTs outside of the candidate ring, the assigned p.e.s to the candi-
date ring are summed up. This summation is also performed only for PMTs
sitting at non-overlapping region of Cherenkov rings. The averaged p.e.s Q%
should be smaller than the averaged p.e.s Q°%¢, which is calculated for the F.
The difference (Q°%° — Q°") is corrected for total p.e.s and the opening angle
towards other rings. When the difference is large, the candidate is probable.

Fy By the ring separation with the N ring assumption, we calculate the residual

res €Xp

p.e.s for each PMT as ¢;*® = ¢; — X2, ¢; - The total amount of residual p.e.s

is calculated as | ; ¢*(P; — O)|, where P; and O are position vector of the
1-th PMT and the vertex position, respectively. Correction for total p.e.s is
performed. When the total amount of residual p.e.s is large, the candidate is

probable.

By calculating the product of Fy, F,, F3, and F, with some optimizing weights, we get
the final evaluate function F' for the candidate ring. By the F', the ring fitter determines
whether the candidate is true or not. If all candidate rings are regarded as false, ring fitter
stops, giving the reconstructed N rings. If a candidate ring which satisfies the condition is
found, the ring is regarded as a (N + 1)-th true ring and the ring fitter goes back to the ring
candidate selection (appendix A.2.1) in order to look for a (N + 2)-th ring.

A.3 Particle Identification

The program “particle identification” determines the particle type of each ring using its
Cherenkov ring pattern and opening angle. Each ring is classified as a showering particle
(e*,v) or a nonshowering particle (u*,7%). The showering (nonshowering) particles are
sometimes called e-like (u-like). To identify the particle type, we start from “ring separation”
(appendix A.4.1) to get the observed p.e. distribution given by each ring and its expected
p.e. distribution. The examples of the separated p.e. distributions are shown in Figure A—
10 and A-11 for the p — e™7® event. After the ring separation, the observed p.e.s are
compared with expected p.e. distributions of an electron particle and a muon particle. One
of two particle types which better reproduces the observed p.e. distribution is selected as a
reconstructed particle type.

A.3.1 Expected p.e. Distribution for Electrons

Using the Super-Kamiokande Monte Carlo simulation, we make the expected p.e. distribu-
tion for electron events. On hypothetical spherical surface with radius R®" = 16.9m, the
expected p.e. distribution is calculated as a function of opening angle  towards the ring
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direction. Actually, the expected p.e.s Q*P(f,p)’s are tabulated for electron momentum of
p =100 MeV/c, p = 300 MeV/c, and p = 1000 MeV /c. Necessary interpolation is performed
in the particle identification to obtain the desired Q%P (6, p) for the observed total p.e.s of
the ring.

Using the Q%P (0, p), expected p.e.s for the i-th PMT is calculated as

gt (e) = an(e) X QP (Gin, Pn) X (R:jh)l-f’ X m X f(OPMT) (A-20)
where
drect(e)  expected p.e.s for i-th PMT and n-th ring assuming the particle is an
electron
oy, (e) normalization factor
0 n opening angle of the i-th PMT towards the n-th ring direction
RPh radius of the hypothetical sphere, 16.9 m
L attenuation length for the event sample (see section 3.3.5)
T distance from the vertex to the i-th PMT

F(OMT)  effective cross section of a PMT as a function of the incident angle
OFMT (Figure 6-9)

The factor (RP"/r;)% corrects for the diffusion of Cherenkov light.

A.3.2 Expected p.e. Distribution for Muons

For muons, we can analytically calculate the expected p.e. distribution as

do

. , 1
gt (u) = | an(p) X (Ti(sm O, + 150 —

% exp(r;/L)
(A-21)

xf(©;"7)

-1
2 knock
e )) X sin” Oy, . + q;p
l‘—mi,n

where

direct () expected p.e.s for the :-th PMT and n-th ring assuming the particle is

i,n

a muon

o () normalization factor

x distance between the vertex point and muon position along the muon
trajectory

Tin distance between the vertex point and Cherenkov emission point esti-

mated for the i-th PMT and n-th ring
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0 Cherenkov opening angle of the muon traversing at x. The energy loss
of the muon is taken into account.

g

Cherenkov opening angle of the muon traversing at x = ;.

Ti,n

In the equation, sin? § comes from the Cherenkov angle dependence of the Cherenkov photon
intensity (Equation (3-3)). The second term 7;(sin 0+7;(df/dz)) comes from the cross section
of the area where Cherenkov photons are emitted to. As shown in Figure A-8, when a muon
traverses dr with changing the Cherenkov opening angle # due to the ionization loss, the
Cherenkov photons are emitted to the area 277 sin f(dx sin @ + rdf). To correct the photon
density, we use the term r;(sinf + r;(df/dz)). The ¢°* is the expected number of p.e.s
from knock-on electrons which is estimated using the Monte Carlo simulation.

muon

Figure A-8: The cross section of the area where Cherenkov photons are emitted to. When
a muon traverses dx with changing the Cherenkov opening angle # due to the ioniza-
tion loss, the Cherenkov photons are emitted to the hatched area and its cross section
is 277 sin 0(dx sin 6 + rdf).

A.3.3 Expected p.e. Distribution for Scattered Light

From the timing information of the observed p.e.s, we distinguish the PMTs fired with direct
photons and scattered photons. Given the peak position ¢; in the TOF subtracted timing
distribution, we identify the direct photons and scattered photons as

to — 30nsec < t; < ty + 20; + dnsec  — direct photons
to + 20; + bnsec < t; — scattered photons (A-22)
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where ¢; is the TOF subtracted timing of the i-th PMT and o; is the measured timing
resolution as a function of observed p.e.s (Figure 3-14). Using the result of Equation (A-
22), expected p.e.s from the scattered lights qScatter is estimated. Finally, expected p.e.s for
an electron and a muon are calculated as

direct

Gim (€ 01 1) = g;*" (€ or 1) + ¢;"" (A-23)

A.3.4 Estimator for Particle Identification

In general, we have NV rings in a single event to be applied particle identification. At first,
the particle identification determines the particle type of the first ring and next determines
the second ring, the third ring, and so on until it terminates with N-th ring. When we
determine the particle type of the n-th ring, the expected p.e. distributions for the n-th ring
are calculated from Equation (A-20), (A-21), and (A-23). For other rings, expected p.e.s are
calculated by “ring separation” (appendix A.4.1). In the ring separation, the expected p.e.s
for these rings are calculated using the observed p.e. distribution. Therefore, we use

Gin () i (1) calculated from Equation (A-20), (A-21), and (A-23) with an
assumption of the particle type.

G (0" #n) calculated by ring separation without any assumption of the
particle type.

where n is the ring number for which program determines the particle type. The probability
function is defined to evaluate the observed p.e. distribution as

prob(gi, g;n (e or ) + > qf’;f,’ direct photons
n'#n
PROB, (e or p) = prob(0, ¢l (e or p) + 3 ¢ (A-24)

n' ;én
scatter

X prob(g;, ;o + @i — Gin),  scattered photons

where prob(gobs, ¢exp) is defined in Equation (A-36) and ¢, is the separated p.e.s for the
i-th PMT from the n-th ring calculated by the ring separation (see appendix A.4.1). Using
the probability PROB,;,, the following likelihood is calculated for the electron and muon
assumptions.
L,(eor p) = 11 PROB; (€ or ) (A-25)
0y n<(1.5x6%)

Here L,(e) is calculated us1ng the electron expectation ¢;,, (e) and Ly(u) is calculated using
the muon expectation g;,, (). The product in the equation is performed for the i-th PMTs
whose opening angle 6;, is within 1.5 times the Cherenkov opening angle. Optimizations
of ¢, (e) and ¢;,’ (1) are performed by changing the direction and the Cherenkov opening
angle in order to get maximum likelihood L, (e) and L, (x). The ring direction and Cherenkov
opening angle which make the likelihood maximum are used for the proton decay analysis.
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In order to combine the above likelihood with another estimator which uses the Cherenkov
opening angle, the likelihood is transformed into the y? distribution as

X2(e or p) = X (—log,o Ln (e or p)) — constant (A-26)

logyge

Using the x2(e) and x?2(p), probabilities from the Cherenkov pattern are calculated as

1 2 _ 2 \?2
Py[:attern(e or .U/) = exp (__ (Xn(e or ,U,) Xmm) ) (A-27)

2 Ox2

where x?2,;, = min[xZ(e), x5(1)] and 0,2 is calculated from the degree of freedom as o,> =
V2Np where Np is the number of PMTs used in Equation (A-25).

Moreover, another probability is defined using only the Cherenkov opening angle. Given
the reconstructed opening angle as 6, = 66, the probability is calculated as

2
1 c __ pexp
P2g (¢ or 11) = constant X exp (—5 (9" O (e or M)) ) (A-28)

00,

where 6P (e) and 0%P(u) are the expected Cherenkov opening angle for an electron and
muon, respectively, calculated from estimated ring momentum using the detected p.e.s. Us-
ing the probability from the pattern and the probability from the angle, total probability is
defined as

Py(e) = PP (e) x Pi"®(e) (A-29)

Po(p) = PP () x PRe(p) (A-30)

For a single-ring event, when Pi(e) > Pi(u) (Pi(e) < Pi(n)), the ring is identified as
showering (nonshowering) type. However, for a multi-ring event like a p — e™7°, we don’t
use the angle probability P2"#' in the particle type determination. That is because a
from the decay of the 7° sometimes penetrates in water (mean free path of ~ 55 cm) before
causing the electromagnetic shower and this gives a small reconstructed opening angle of the
Cherenkov ring. The small opening angle makes P2"¢'(e) small, resulting in small P, (e).
Therefore, for the multi-ring event, we decided to use only the pattern probability PPt (e)
and PPftern(,) to determine the particle type. Namely, when PPafteri(e) > ppattermn(,)
(Ppattern (o) < prattern()) the n-th ring is identified as showering (nonshowering) type.

A.4 Ring Separation
A.4.1 Ring Separation I

The “ring separation” program separates detected p.e.s in each PMT into contributions from
each ring. As a result, this separation gives the observed p.e. distributions for individual
rings. We need this separation for the ring fitting and the particle identification of each
ring as well as the momentum reconstruction. The strategy of the separation is following.
Given the vertex position and ring direction, the expected p.e. distribution for each ring
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as a function of opening angle f is calculated according to the observed p.e. distribution
assuming an uniform distribution in azimuthal angle ¢. Using the expected p.e. distribution
qf,’;p, where i refers to a PMT number and n refers to a ring number, the observed p.e.s of
the i-th PMT (g;) are separated as

qexp
2,m
q’i,n = ql X Z exp

i,n’

(A-31)

nl

where g; ,, is fractional p.e.s of the i-th PMT assigned to the n-th ring. With the assumption
of the ¢ symmetry, the ¢,  can be calculated from Q¢®(6;,) which is the expected p.e.
distribution as a function of opening angle §. Therefore, calculation of the QP () is essential
in the ring separation.

In the first step, all ¢;,; are set assuming that all particles are electrons. Then, initial
expected p.e. distributions are determined by minimizing the following x?:

g — Z qff’,‘ﬁf
Xa= > 2

8, <70° G

2

(A-32)

The summation is performed for all of i-th PMT for which the opening angle towards the
n-th ring direction 6 ,, is within 70°. Actual procedure is

a- odify only the first ring, ¢;; , to minimize the x7. e optimization is done by
1) Modif: ly the first ring, ¢;1", t inimize the x2. Th timization is d b
changing the momentum of the first ring.

(a-2) Modify only the second ring, ¢j3’, to minimize the x3. The optimization is done by
changing the momentum of the second ring.

(a-N) Modify only the N-th ring, ¢jn, to minimize the x%. The optimization is done by
changing the momentum of the N-th ring.

(b)  Go back to (a-1) until all x2’s converge.

After iterating the procedure, we get the initial separated p.e.s ¢; , using the converged g¢;

i,
and Equation (A-31).

Using the initial separated p.e.s ¢;,, we make the expected p.e. distribution Q**(6) as
a function of opening angle 6 towards the n-th ring direction. The QP (#) is the expected
p.e.s projected on hypothetical spherical surface centered at the reconstructed vertex. For
making the Q&P(#) from the ¢, ,, we need to correct the number of p.e.s for the distance
from the vertex, the attenuation length, and the PMT acceptance as

, o 1
. p— * X _
Gin = i PA™ Tabs exp(—r;/L) = f(OFMT)

(A-33)

where
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qz’m projected p.e.s on the hypothetical sphere

RePh radius of the hypothetical sphere, 16.9 m

Labs absorption length parameter for Monte Carlo simulation, 55 m
L attenuation length for the event sample (see section 3.3.5)

T distance between the vertex and the ¢-th PMT

F(OPMT)  effective cross section of a PMT as a function of the incident angle ©@"M™

(Figure 6-9)

By summing up the corrected p.e. qg,n for the n-th ring within each opening angle bin,
we get the QP (0). Here, an optimization is done so that main contribution to the Q&P (6)
comes from non-overlapping region of the ring. Proper normalization and smoothing are
also done for the Q%P (6).

In the next step, we iteratively optimize the Q%P (¢) using the likelihood function. The
expected p.e.s for the i-th PMT g¢;," are recalculated from the Q%®(6;,) by the function

which corresponds to the inverse function of Equation (A-33).
R 1

eXp _ Mexp 0.
Qi = @ (0in) X eXp(La‘bs) % exp(ri/L)

Using the new qZ’;p, separation of the observed p.e.s is performed again by maximizing the
following likelihood function L,:

L,= ) log (prob(qi/, > o qf}xﬁ,)> X \/Qn T (0 ) x min[1, /65 /60 ] (A-35)

Gi’,n<70°

x f(OFMT) (A-34)

where a,,y is a normalization parameter used for the optimization, 6 is the reconstructed
opening angle of the n-th Cherenkov ring, and the prob(gi, X,y o - ¢3'3) is the probability
of observing gy with expected p.e.s of 3,/ ap - g3y, and defined as

( 1 (QObs — Qexp)2
e —_—— |, for gexp > 20 p.e.
2no P ( 202 Texp P

Prob(dobs; Gexp) = convolution of one p.e. for gexp < 20 p.e. (A-36)

distribution and a Poisson
distribution (Figure A-9),

where the o is defined as 02 = (1.2 X \/Gexp)? + (0.1 X @exp)? in which the factor 1.2 takes
into account the difference of the actual PMT resolution from the ideal one and the factor
0.1 corresponds to the uncertainty of the gain calibration. The probability function for

Gobs < 20 p.e. is calculated by convolution of the measured one p.e. distribution (Figure 3—

7) and a Poisson distribution, and is shown in Figure A-9. The factor n?(0y,) and
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min(1,,/60¢/6; ] in the Equation (A-35) enhance the contributions from PMTs around the
Cherenkov edge and inside of the Cherenkov edge, respectively. By optimizing the factor
Qu,, the program looks for the best «,, which maximize the likelihood function L,. At first,
«q is optimized so that L; takes maximum. Same optimization is iteratively performed for
the second ring, third ring, and so on until all o,,’s converge.

Propability

10 \\\‘\\\‘\\\‘\\\‘\\\‘
0 2 4 6 8 10 12 14 16 18 20

Observed number of p.e.s (p.e.)

Figure A-9: The probability function for gey, < 20 p.e..

Given the best «,,’s, the observed p.e.s of the i-th PMT are separated again as

- (A-37)

Finally, the procedure from Equation (A-33) to Equation (A-37) is repeated two more
times (three times in total), to improve the separated p.e.s ¢;n. Here, the diffusion of
Cherenkov light caused by electromagnetic shower is considered by adding the factor (R%P! /r;) 1
and (R®"/r;)'% in Equation (A-33) and (A-34), respectively. In the third cycle, the finite
size of the PMT is more carefully taken into account in the same equations. An example of
the result of the ring separation is shown in Figure A-10 and A—11. In the figures, observed
p.e.s in a three ring event of p — e*7¥ are separated and assigned to each ring. We can see
the clearly three separated rings.

A.4.2 Ring Separation II

In the previous section, the “ring separation” algorithm is described. This algorithm, which
doesn’t assume the particle type, is used for the ring fitting (section 6.2 and appendix A.2)
and the particle identification (section 6.3 and appendix A.3). However, for momentum
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Figure A-10: An example of the result of the ring separation (I). The upper figure shows a
p — eTn® Monte Carlo event in which three Cherenkov rings are clearly seen. The observed
p.e.s in each PMT are separated by “ring separation”. The separated p.e.s for each ring are
shown in the lower figure and two figures in Figure A—11. The observed p.e.s are clearly
separated and assigned to the three rings.
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Figure A-11: An example of the result of the ring separation (II). The fractional p.e.s
assigned to the second ring and the third ring are shown in the upper figure and lower
figure, respectively. See also the Figure A-10 and its caption.
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determination, we use the ring separation algorithm assuming the particle type which is
determined by the particle identification program. Assuming the particle type of electrons
or muons and roughly estimated ring momentum, the expected p.e.s (a, -qf”;p) are calculated
for each PMT (suffix i) and each ring (suffix n). This expectation is calculated from the tab-
ulated p.e. distribution obtained from Monte Carlo simulation. Scattered light and reflected
light on the detector wall are taken into account in the calculation. Using the expectation,
ring separation is performed again using the likelihood function similar to Equation (A-35):

Ly= > log (prob(q,-,, > oy qff%)) (A-38)

911,n<70° n

Using the likelihood, «,’s are optimized and then, separated p.e.s are obtained from Equation
(A-37). These separated p.e.s ¢;, are used for the momentum reconstruction (section 6.5).

A.5 Decay Electron Finding
A.5.1 Detection Method

We identify decay electrons following the primary events to reject atmospheric neutrino
background but accept proton decay signal. The energy spectrum of decay electrons are
shown in Figure 7-8 and the mean energy is 37 MeV. Since the trigger threshold corresponds
to 5.7 MeV electrons, most of decay electrons can be detected. There are experimentally
three types of observed decay electrons.

(1) sub-event type (At>0.9u sec) Decay electrons observed as a separate event

(sub-event) as is shown in Figure A-12.

(2) primary-event type (At<0.9yu sec)  Decay electrons observed in the primary event

as is shown in Figure A-13.

(3) split type (At ~ 0.9u sec) Decay electrons occurring around the boarder
timing of event window. Fired PMTs are ob-
served partially in the primary event and par-
tially in the separate event (sub-event).

Here, At is the time difference between primary events and following decay electrons.
For sub-event type decays, we require that

(a) At < 30usec

(b) NHIT > 50
NHIT is the number of hit PMTs

(c) the vertex position is well fitted
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Figure A-12: An example of a sub-event type decay electron. Upper figure shows the
primary contained event and lower one shows the following decay electron observed as a
separate event. The time difference between two events is 3.2 usec.
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Figure A-13: An example of a primary-event type decay electron. Left figure shows that the
primary contained ring (right Cherenkov ring) and the following decay electron (left larger
ring) are observed in the same event. Right figure shows the timing distribution of the event
in which second peak caused by the decay electron follows the primary peak.



A DETAILS OF RECONSTRUCTION 143

(d) NHIT(50ns) > 30 hit
NHIT(50ns) is the maximum number of hit PMTs in 50 nsec timing window after
subtracting TOF.

(e) total number of p.e.s < 2000

For primary-event type decays, other peak of fired PMTs is looked for after the peak of
the primary event. We require more than 20 hits in 30 nsec window above the background
level.

If one primary event has both primary-event type and sub-event type decays and the
time difference between these two decays is less than 100 nsec, they are treated as single
split type decay.

To study the background contamination for muon decay detection, we collect about 32000
cosmic ray stopping muons with total p.e.s below 10000 p.e. (~ 1.5 GeV/c). No event has
more than one decay and therefore the contamination level is less than 10~%.

A.5.2 Selection Criteria and Detection Efficiency

For the proton decay analysis, we require additional conditions for muon decays.
(A) NHIT(50ns) > 60 (for sub-event type)
(B) NHIT(30ns) > 40 (for primary-event type and split type)
(C) 0.1usec < At < 0.8usec or 1.2usec < At < 30usec

The criterion (A) corresponds to about 11 MeV electron energy. The criteria (A) and (B)
reject the gamma emission from p~ captured on O nuclei. Criterion (C) rejects the decays
in the inefficient region around 1 usec.
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